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Abstract

The Lie-Trotter formula, together with its higher-order generalizations, provides a simple
approach to decomposing the exponential of a sum of operators. Despite significant effort, the
error scaling of such product formulas remains poorly understood.

We develop a theory of Trotter error that overcomes the limitations of prior approaches
based on truncating the Baker-Campbell-Hausdorff expansion. Our analysis directly exploits
the commutativity of operator summands, producing tighter error bounds for both real- and
imaginary-time evolutions. Whereas previous work achieves similar goals for systems with geo-
metric locality or Lie-algebraic structure, our approach holds in general.

We give a host of improved algorithms for digital quantum simulation and quantum Monte
Carlo methods, nearly matching or even outperforming the best previous results. Our ap-
plications include: (i) a simulation of second-quantized plane-wave electronic structure, nearly
matching the interaction-picture algorithm of Low and Wiebe; (ii) a simulation of k-local Hamil-
tonians almost with induced 1-norm scaling, faster than the qubitization algorithm of Low and
Chuang; (iii) a simulation of rapidly decaying power-law interactions, outperforming the Lieb-
Robinson-based approach of Tran et al.; (iv) a hybrid simulation of clustered Hamiltonians,
dramatically improving the result of Peng, Harrow, Ozols, and Wu; and (v) quantum Monte
Carlo simulations of the transverse field Ising model and quantum ferromagnets, tightening
previous analyses of Bravyi and Gosset.

We obtain further speedups using the fact that product formulas can preserve the locality
of the simulated system. Specifically, we show that local observables can be simulated with
complexity independent of the system size for power-law interacting systems, which implies a
Lieb-Robinson bound nearly matching a recent result of Tran et al.

Our analysis reproduces known tight bounds for first- and second-order formulas. We further
investigate the tightness of our bounds for higher-order formulas. For quantum simulation of a
one-dimensional Heisenberg model with an even-odd ordering of terms, our result overestimates
the complexity by only a factor of 5. Our bound is also close to tight for power-law interactions
and other orderings of terms. This suggests that our theory can accurately characterize Trotter
error in terms of both the asymptotic scaling and the constant prefactor.

This is a slightly enhanced version of the article entitled Theory of Trotter Error with Commutator Scaling
published in Physical Review X 11 (2021), 011020 [26].
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1 Introduction

Product formulas provide a convenient approach to decomposing the evolution of a sum of op-
erators. The Lie product formula was introduced in the study of Lie groups in the late 1800s;
later developments considered more general operators and higher-order approximations. Originally
studied in the context of pure mathematics, product formulas have found numerous applications
in other areas, such as applied mathematics (under the name “splitting method” or “symplectic
integrators”), physics (under the name “Trotterization”), and theoretical computer science.

This paper considers the application of product formulas to simulating quantum systems. It
has been known for over two decades that these formulas are useful for digital quantum simulation
and quantum Monte Carlo methods. However, their error scaling is poorly understood and existing
bounds can be several orders of magnitude larger than what are observed in practice, even for
simulating relatively small systems.

We develop a theory of Trotter error that directly exploits the commutativity of operator sum-
mands to give tighter bounds. Whereas previous work achieves similar goals for systems with
geometric locality or Lie-algebraic structure, our theory has no such restrictions. We present a
host of examples in which product formulas can nearly match or even outperform state-of-the-art
simulation results. We accompany our analysis with numerical calculation, which suggests that the
bounds also have nearly tight constant prefactors.

We hope this work will motivate further studies of the product-formula approach, which has
been deemphasized in recent years in favor of more advanced simulation algorithms that are easier
to analyze but harder to implement. Indeed, despite the sophistication of these “post-Trotter
methods” and their optimality in certain general models, our work shows that they can be provably
outperformed by product formulas for simulating many quantum systems.

1.1 Simulating quantum systems by product formulas

Simulating the dynamics of quantum systems is one of the most promising applications of dig-
ital quantum computers. Classical computers apparently require exponential time to simulate
typical quantum dynamics. This intractability led Feynman [35] and others to propose the idea
of quantum computers. In 1996, Lloyd gave the first explicit quantum algorithm for simulating
k-local Hamiltonians [59]. Subsequent work considered the broader class of sparse Hamiltoni-
ans [1, 10, 11, 13, 60, 61] and developed techniques for simulating particular physical systems
[8, 20, 50, 57, 66, 74, 90], with potential applications to developing new pharmaceuticals, catalysts,
and materials. The study of quantum simulation has also inspired the design of various quantum
algorithms for other problems [9, 16, 22, 33, 42].

Lloyd’s approach to quantum simulation is based on product formulas. Specifically, let H =∑Γ
γ=1Hγ be a k-local Hamiltonian (i.e., each Hγ acts nontrivially on k = O(1) qubits). Assuming

H is time independent, evolution under H for time t is described by the unitary operation e−itH .
When t is small, this evolution can be well approximated by the Lie-Trotter formula S1(t) =
e−itHΓ · · · e−itH1 , where each e−itHγ can be efficiently implemented on a quantum computer. To
simulate for a longer time, we may divide the evolution into r Trotter steps and simulate each
step with Trotter error at most ε/r. We choose the Trotter number r to be sufficiently large so
that the entire simulation achieves an error of at most ε. The Lie-Trotter formula only provides a
first-order approximation to the evolution, but higher-order approximations are also known from
the work of Suzuki and others [15, 84]. While many previous works focused on the performance of
specific formulas, the theory we develop holds for any formula; we use the term product formula to
emphasize this generality. A quantum simulation algorithm using product formulas does not require
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ancilla qubits, making this approach advantageous for near-term experimental demonstration.
Recent studies have provided alternative simulation algorithms beyond the product-formula

approach (sometimes called “post-Trotter methods”). Some of these algorithms have logarithmic
dependence on the allowed error [11–13, 61, 62, 64], an exponential improvement over product
formulas. However, this does not generally lead to an exponential reduction in time complexity for
practical applications of quantum simulation. In practice, the simulation accuracy is often chosen
to be constant. Then the error dependence only enters as a constant prefactor, which may not
significantly affect the overall gate complexity. The reduction in complexity is more significant
when quantum simulation is used as a subroutine in another quantum algorithm (such as phase
estimation), since this may require high-precision simulation to ensure reliable behavior. However,
this logarithmic error dependence typically replaces a factor that scales polynomially with time
or the system size by another that scales logarithmically, giving only a polynomial reduction in
the complexity. Furthermore, the constant-factor overhead and extra space requirements of post-
Trotter methods may make them uncompetitive with the product-formula approach in practice.

Product formulas and their generalizations [24, 39, 63, 72] can perform significantly better when
the operator summands commute or nearly commute—a unique feature that does not seem to hold
for other quantum simulation algorithms [11–13, 19, 61, 62, 64]. This effect has been observed
numerically in previous studies of quantum simulations of condensed matter systems [23] and
quantum chemistry [7, 76, 91]. An intuitive explanation of this phenomenon comes from truncating
the Baker-Campbell-Hausdorff (BCH) expansion. However, the intuition that the lowest-order
terms of the BCH expansion are dominant is surprisingly difficult to justify (and sometimes is
not even valid [25, 90]). Thus, previous work established loose Trotter error bounds, sometimes
suggesting poor performance. Our results rigorously demonstrate that for many systems, such
arguments do not accurately reflect the true performance of product formulas.

Product-formula decompositions directly translate terms of the Hamiltonian into elementary
simulation steps, making them well suited to preserve certain properties such as the locality of the
simulated system. We show that this property can be used to further reduce the simulation cost
when the goal is to simulate local observables as opposed to the full dynamics [54, 89].

Besides digital quantum simulation, product formulas can also be applied to quantum Monte
Carlo methods, in which the goal is to classically compute certain properties of the Hamiltonian,
such as the partition function, the free energy, or the ground energy. Our results can also be applied
to improve the efficiency of previous applications of quantum Monte Carlo methods for systems
such as the transverse field Ising model [17] and quantum ferromagnets [18].

1.2 Previous analyses of Trotter error

We now briefly summarize prior approaches to analyzing Trotter error for simulating quantum
systems, and we discuss their limitations.

The original work of Lloyd [59] analyzes product formulas by truncating the Taylor expansion (or
the BCH expansion). Recall that the Lie-Trotter formula S1(t) provides a first-order approximation
to the evolution, so S1(t) = e−itH +O

(
t2
)
. To simplify the analysis, Lloyd dropped all higher-order

terms in the Taylor expansion and focused only on the terms of lowest order t2. This approach
is intuitive and has been employed by subsequent works to give rough estimation of Trotter error.
The drawback of this analysis is that it implicitly assumes that high-order terms are dominated by
the lowest-order term. However, this does not necessarily hold for many systems such as nearest-
neighbor lattice Hamiltonians [25] and chemical Hamiltonians [90] when the time step t is fixed.

This issue was addressed in the seminal work of Berry, Ahokas, Cleve, and Sanders by using a
tail bound of the Taylor expansion [10], giving a concrete bound on the Trotter error for high-order
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Suzuki formulas. For a Hamiltonian H =
∑Γ

γ=1Hγ containing Γ summands, their bound scales

with Γ maxγ‖Hγ‖, although it is not hard to improve this [39] to
∑Γ

γ=1‖Hγ‖ [63, 83]. Regardless
of which scaling to use, this worst-case analysis does not exploit the commutativity of Hamiltonian
summands and the resulting complexity is worse than many post-Trotter methods.

Error bounds that exploit the commutativity of summands are known for low-order formulas,
such as the Lie-Trotter formula [47, 83] and the second-order Suzuki formula [29, 52, 83, 90]. These
bounds are tight in the sense that they match the lowest-order term of the BCH expansion up to an
application of the triangle inequality. However, it is unclear whether they can be generalized, say,
to the fourth- or the sixth-order case, which are still reasonably simple and can provide a significant
advantage in practice [23].

Instead, previous works made compromises to obtain improved analyses of higher-order formu-
las. Somma gave an improved bound by representing the Trotter error as an infinite series of nested
commutators [80]. This approach is advantageous when the simulated system has an underlying
Lie-algebraic structure with small structure factors, such as for a quantum harmonic oscillator and
certain nonquadratic potentials. However, this reduces to the worst-case analysis of Berry, Ahokas,
Cleve, and Sanders for other systems.

An alternative approach of Thalhammer represented the error of a pth-order product formula
using commutators of order up to q for q ≥ p [85], with the (q+1)st-order remainder further bounded
by some tail bound. This analysis is bottlenecked by the use of the tail bound. The special case
where q = p + 1 was studied in [23] and the result was applied to estimate the quantum resource
for simulating a one-dimensional Heisenberg model, which only offers a modest improvement over
the worst-case analysis.

In recent work [25], Childs and Su gave a Trotter error bound in which only the lowest-order
error appears, avoiding manipulation of infinite series or use of tail bounds. As an immediate
application, they showed that product formulas can nearly optimally simulate lattice systems with
geometrically local interactions, justifying an earlier claim of Jordan, Lee, and Preskill [50] in
the context of simulating quantum field theory. Their improvement is based on a representation
of Trotter error introduced by Descombes and Thalhammer [29], which streamlines the previous
analysis [85]. In this approach, the Trotter error is represented using commutators nested with
conjugations of matrix exponentials. For Hamiltonians with nearest-neighbor interactions, Ref.
[25] gave an argument based on locality to cancel the majority of the Trotter error. However, this
approach reduces to the worst-case scenario for systems lacking geometric locality. In contrast, our
representation of Trotter error does not have this restriction and results in speedups for simulating
various strongly long-range interacting systems (see Table 1).

For other related studies of Trotter error in the context of numerical analysis, we refer the reader
to [40, 49, 68, 69, 85, 86] and the references therein.

1.3 Trotter error with commutator scaling

We give a new bound on the Trotter error that depends on nested commutators of the operator
summands. This bound is formally stated in Section 3.4 and previewed here.

Theorem (Trotter error with commutator scaling). Let H =
∑Γ

γ=1Hγ be an operator consisting
of Γ summands and let t ≥ 0. Let S (t) be a pth-order Υ-stage product formula as in Section 2.3.
Define α̃comm =

∑Γ
γ1,γ2,...,γp+1=1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ1

]]∥∥, where ‖·‖ is the spectral norm. Then the

additive error A (t) and the multiplicative error M (t), defined respectively by S (t) = etH + A (t)
and S (t) = etH(I + M (t)), can be asymptotically bounded as

‖A (t)‖ = O
(
α̃commt

p+1e2tΥ
∑Γ
γ=1‖Hγ‖

)
, ‖M (t)‖ = O

(
α̃commt

p+1e2tΥ
∑Γ
γ=1‖Hγ‖

)
. (1)
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Furthermore, if the Hγ are anti-Hermitian, corresponding to physical Hamiltonians, we have

‖A (t)‖ = O
(
α̃commt

p+1
)
, ‖M (t)‖ = O

(
α̃commt

p+1
)
. (2)

We emphasize that this theorem does not follow from truncating the BCH series. Although the
(p+ 1)st-order term of the BCH series is also a linear combination of nested commutators similar
to α̃comm, such a term can be dominated by a higher-order term when t is fixed, as is the case
for nearest-neighbor lattice systems [25, Supplementary Section I] and quantum chemistry [90, Ap-
pendix B]. Truncating the BCH series ignores significant, potentially dominant error contributions
and thus does not accurately characterize the Trotter error.

The above expression for our asymptotic error bound is succinct and easy to evaluate. In Sec-
tion 4, we compute α̃comm for various examples, including the second-quantized electronic-structure
Hamiltonians, k-local Hamiltonians, rapidly decaying power-law interactions, and clustered Hamil-
tonians. We further study the tightness of the prefactor of our bound in Section 5 and give a
numerical implementation for one-dimensional Heisenberg models with either nearest-neighbor in-
teractions or power-law interactions.

Although the definition of a specific product formula depends on the ordering of operator sum-
mands, our asymptotic bound does not. As an immediate consequence, the asymptotic speedups
we obtain in Section 4.1 hold irrespective of how we order the operator summands in the simula-
tion. For the special case of nearest-neighbor lattice models, this answers a previous question of
[25] regarding the “ordering robustness” of higher-order formulas. However, the ordering becomes
important if our goal is to simulate local observables or to get error bounds with tight constant
prefactors, as we further discuss in Section 4.2 and Section 5, respectively.

As mentioned in Section 1.2, prior Trotter error analyses typically produce loose bounds and are
only effective in special cases. Our approach overcomes those limitations in the following respects:

(i) our bound only contains a finite number of error terms, in contrast to the bound in [80];

(ii) our bound involves pure nested commutators without introducing conjugations of matrix
exponentials or tail bounds, overcoming the drawbacks of [25, 85, 86];

(iii) our bound reduces to the worst-case analysis of [10] by further bounding terms with the
triangle inequality; and

(iv) for Hamiltonians with two summands, our bound encompasses the tight analyses [29, 47, 52,
83, 90] of the Lie-Trotter formula and the second-order Suzuki formula as special cases.

1.4 Overview of results

The commutator scaling of Trotter error uncovers a host of examples where product formulas can
nearly match or even outperform the state-of-the-art results in digital quantum simulation. These
examples include: (i) a simulation of second-quantized plane-wave electronic structure with n spin
orbitals for time t with gate complexity n2+o(1)t1+o(1), whereas the state-of-the-art approach per-
forms simulation in the interaction picture [64] with cost Õ

(
n2t
)

and likely large overhead; (ii)

a simulation of n-qubit k-local Hamiltonians H with complexity nk|||H|||1‖H‖
o(1)
1 t1+o(1) that al-

most scales with the induced 1-norm1 |||H|||1, implying an improved simulation of d-dimensional

1The 1-norm ‖H‖1 and the induced 1-norm |||H|||1 are formally defined in Section 2.1. For now, it suffices to know
that |||H|||1 ≤ ‖H‖1 and that the gap can be significant for many k-local Hamiltonians.
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power-law interactions that decay with distance x as 1/xα for α ≤ 2d, whereas the fastest previ-
ous approach uses the qubitization algorithm [62] with cost Õ

(
nk‖H‖1t

)
; (iii) a simulation of d-

dimensional power-law interactions 1/xα (for fixed α > 2d) with gate complexity (nt)1+d/(α−d)+o(1),
whereas the best previous algorithm decomposes the evolution based on Lieb-Robinson bounds [87]
with cost Õ

(
(nt)1+2d/(α−d)

)
; and (iv) a hybrid simulation of clustered Hamiltonians of interaction

strength hB and contraction complexity cc(g) with runtime 2
O
(
h
o(1)
B t1+o(1) cc(g)/εo(1)

)
, improving the

previous result of 2O(h2
Bt

2 cc(g)/ε) [73]. We discuss these examples in more detail in Section 4.1.
We show in Section 4.2 that these gate complexities can be further improved when the goal is to

simulate local observables instead of the full dynamics. We illustrate this for d-dimensional lattice
systems with 1/xα interactions (α > 2d). Lieb-Robinson bounds for power-law interactions [87]
suggest that the evolution of a local observable is mostly confined inside a light cone induced by
the interactions. Simulating such an evolution by simulating the dynamics of the entire system
appears redundant, especially when the system size is large. We realize this intuition and show,
without using Lieb-Robinson bounds, that the gate count for simulating the evolution of a local

observable scales as t(1+d α−d
α−2d)(1+ d

α−d)+o(1), which is independent of the system size n and smaller
than simulating the dynamics of the entire system when n = Ω

(
td(α−d)/(α−2d)

)
. The scaling also

reduces to td+1+o(1)—proportional to the space-time volume inside a linear light cone—in the limit
α→∞, which corresponds to nearest-neighbor interactions.

Our bound can also be applied to improve the performance of quantum Monte Carlo simulation.
In this case, we are limited to the use of second-order Suzuki formula and, due to imaginary-time
evolution, the Trotter number scales at least linearly with the system size. Nevertheless, we are able
to improve several existing classical simulations using our bound, without modifying the original
algorithms. This includes: (i) a simulation of n-qubit transverse field Ising model with maximum
interaction strength j and precision ε with runtime Õ

(
n45j14ε−2 + n38j21ε−9

)
, tightening the pre-

vious result of Õ
(
n59j21ε−9

)
[17]; and (ii) a simulation of ferromagnetic quantum spin systems

for (imaginary) time β and accuracy ε with runtime Õ
(
n92(1 + β46)/ε25

)
, improving the previous

complexity of Õ
(
n115(1 + β46)/ε25

)
[18]. These applications are further discussed in Section 4.3.

Table 1 compares our results against the best previous ones for simulating quantum dynamics,
simulating local observables, and quantum Monte Carlo simulation.

Given the numerous applications our bound provides in the asymptotic regime, we ask whether
it has a favorable constant prefactor as well. This consideration is relevant to the practical per-
formance of product formulas, especially for near-term quantum simulation experiments. For a
two-term Hamiltonian, we show that our bound reduces to the known analyses of the Lie-Trotter
formula [47, 83] and the second-order Suzuki formula [29, 52, 90]. We then bootstrap the result to
analyze Hamiltonians with an arbitrary number of summands (Section 5.1). The resulting bound
matches the lowest-order term of the BCH expansion up to an application of the triangle inequality,
and our analysis is thus provably tight for these low-order formulas.

We further numerically implement our bound for a one-dimensional Heisenberg model with a
random magnetic field. This model can be simulated to understand condensed matter phenomena,
but even a simulation of modest size seems to be infeasible for current classical computers. Childs
et al. compared different quantum simulation algorithms for this model [23] and observed that
product formulas have the best empirical performance, although their provable bounds were off by
orders of magnitude even for systems of modest size, making it hard to identify with confidence the
most efficient approach for near-term simulation. Reference [25] claimed an improved fourth-order
bound that is off by a factor of about 17. Here, we give a tight bound that overestimates by only a
factor of about 5. We also give a nearly tight Trotter error bound for power-law interactions. We
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Application System Best previous result New result

Simulating
quantum dynamics

Electronic structure Õ
(
n2t
)

(Interaction picture) n2+o(1)t1+o(1)

k-local Hamiltonians Õ
(
nk‖H‖1t

)
(Qubitization) nk|||H|||1‖H‖

o(1)
1 t1+o(1)

1/xα (α < d) Õ(n4−α/dt) (Qubitization) n3−α/d+o(1)t1+o(1)

1/xα (d ≤ α ≤ 2d) Õ(n3t) (Qubitization) n2+o(1)t1+o(1)

1/xα (α > 2d) Õ
(

(nt)1+2d/(α−d)
)

(Lieb-Robinson bound) (nt)1+d/(α−d)+o(1)

Clustered Hamiltonians 2O(h2
Bt

2 cc(g)/ε) 2
O

(
h
o(1)
B

t1+o(1) cc(g)/εo(1)
)

Simulating
local observables 1/xα(α > 2d) — t(1+d α−d

α−2d )(1+ d
α−d )+o(1)

Monte Carlo simulation
Transverse field Ising model Õ

(
n59j21ε−9

)
Õ
(
n45j14ε−2 + n38j21ε−9

)
Quantum ferromagnets Õ

(
n115(1 + β46)/ε25

)
Õ
(
n92(1 + β46)/ε25

)

Table 1: Comparison of our results and the best previous results for simulating quantum dynamics, simulating
local observables, and quantum Monte Carlo simulation.

describe the numerical implementation of our bound in detail in Section 5.2.
Underpinning these improvements is a theory we develop concerning the types, order conditions,

and representations of Trotter error. We illustrate these concepts in Section 3.1 with the simple
example of the first-order Lie-Trotter formula.

Let H =
∑Γ

γ=1Hγ be a sum of operators and let S (t) be a product formula corresponding
to this decomposition. We say that A (t), M (t), and E (t) are the additive, multiplicative, and
exponentiated Trotter error if

S (t) = etH + A (t), S (t) = etH(I + M (t)), S (t) = expT

(∫ t

0
dτ
(
H + E (τ)

))
, (3)

respectively, where expT denotes the time-ordered matrix exponential. For applications in digital
quantum simulation, these three types of Trotter error are equivalent to each other. However, the
multiplicative type and the exponentiated type are more versatile for analyzing quantum Monte
Carlo simulation. We give a constructive definition of these error types and discuss how they are
related in Section 3.2.

A pth-order product formula S (t) can approximate the ideal evolution to pth order, in the
sense that S (t) = etH +O

(
tp+1

)
. Motivated by this, we say that an operator-valued function F (t)

satisfies the pth-order condition if F (t) = O
(
tp+1

)
. In Section 3.3, we give order conditions for

Trotter error and its various derived operators. One significance of order conditions is that they
can be used to cancel low-order terms. In particular, if F (t) satisfies the pth-order condition, then
all terms with order at most p vanish in the Taylor series. This can be verified by brute-force
differentiation when F (t) is explicitly given, but applying the correct order condition avoids such
a cumbersome calculation.

We then consider representations of Trotter error in Section 3.4. Our representation only
involves finitely many error terms, each of which is given by a nested commutator of operator sum-
mands. As mentioned earlier, these features overcome the drawbacks of previous representations
and motivate a host of new applications. In deriving our representation, we work in a general
setting where operator summands are not necessarily anti-Hermitian, so that our analysis simulta-
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neously handles real-time evolutions for digital quantum simulation and imaginary-time evolutions
for quantum Monte Carlo simulation.

Section 2 gives a summary of background material that is necessary for understanding our
Trotter error theory and its applications. Section 6 concludes the paper with a brief discussion of
the results and some open questions.

2 Preliminaries

In this section, we summarize the preliminaries that we use in subsequent sections of the paper.
Specifically, we introduce notation and terminology in Section 2.1, including various notions of
norms and common asymptotic notations. In Section 2.2, we discuss time-ordered evolutions and
their properties that are relevant to our analysis. We then define general product formulas in
Section 2.3 and prove a Trotter error bound with 1-norm scaling. Readers who are familiar with
these preliminaries may skip ahead to Section 3 for the main result of our paper.

2.1 Notation and terminology

Unless otherwise noted, we use lowercase Latin letters to represent scalars, such as the evolution
time t, the system size n, and the order of a product formula p. We also use the Greek alphabet to
denote scalars, especially when we want to write a summation like

∑Γ
γ=1. We use uppercase Latin

letters, such as A, to denote operators. Throughout the paper, we assume that the underlying
Hilbert space is finite dimensional and operators can be represented by complex square matrices.
We expect that some of our analyses can be generalized to spaces with infinite dimensions, but
we restrict ourselves to the finite-dimensional setting since this is most relevant for applications
to digital quantum simulation and quantum Monte Carlo simulation. We use scripted uppercase
letters, such as F (t), to denote operator-valued functions.

We organize scalars to form vectors hγ and tensors hγ1,...,γk . We use standard norms for ten-
sors, including the 1-norm ‖h‖1 :=

∑
γ1,...,γk

|hγ1,...,γk |, the Euclidean norm (or 2-norm) ‖h‖2 :=√∑
γ1,...,γk

|hγ1,...,γk |
2, and the ∞-norm ‖h‖∞ := maxγ1,...,γk |hγ1,...,γk |. In case there is ambiguity,

we use ~h to emphasize the fact that h is a vector (or a tensor more generally).
For an operator A, we use ‖A‖ to denote its spectral norm—the largest singular value of A.

The spectral norm is also known as the operator norm. It is a matrix norm that satisfies the
scaling property ‖aA‖ = |a|‖A‖, the submultiplicative property ‖AB‖ ≤ ‖A‖‖B‖, and the triangle
inequality ‖A+B‖ ≤ ‖A‖+ ‖B‖. If A is unitary, then ‖A‖ = 1. We further use Aγ1,...,γk to denote
a tensor where each elementary object is an operator. We define a norm of Aγ1,...,γk by taking the
spectral norm of each elementary operator and evaluating the corresponding norm of the resulting
tensor. For example, we have ‖A‖1 :=

∑
γ1,...,γk

‖Aγ1,...,γk‖ and ‖A‖∞ := maxγ1,...,γk‖Aγ1,...,γk‖.
For a tensor Aγ1,...,γk , we define

|||A|||1 := max
j

max
γj

∑
γ1,...,γj−1,
γj+1,...,γk

‖Aγ1,...,γk‖. (4)

We call |||A|||1 the induced 1-norm of A, since it can be seen as a generalization of the induced
1-norm maxγ2

∑
γ1
|aγ1,γ2 | of a matrix aγ1,γ2 [46]. A quantum simulation algorithm with induced

1-norm scaling runs faster than a 1-norm scaled algorithm because

|||A|||1 ≤ ‖A‖1. (5)
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In fact, as we will see in Section 4.1, the gap between these two norms can be significant for many
realistic systems.

Let f, g : R → R be functions of real variables. We write f = O(g) if there exist c, t0 > 0
such that |f(τ)| ≤ c|g(τ)| whenever |τ | ≤ t0. Note that we consider the limit when the variable
τ approaches zero as opposed to infinity, which is different from the usual setting of algorithmic
analysis. For that purpose, we write f = O(g) if there exist c, t1 > 0 such that |f(τ)| ≤ c|g(τ)| for
all |τ | ≥ t1. When there is no ambiguity, we will use f = O(g) to also represent the case where
|f(τ)| ≤ c|g(τ)| holds for all τ ∈ R. We then extend the definition of O to functions of positive
integers and multivariate functions. For example, we use f(n, t, 1/ε) = O

(
(nt)2/ε

)
to mean that

|f(n, t, 1/ε)| ≤ c(n|t|)2/ε for some c, n0, t0, ε0 > 0 and all |t| ≥ t0, 0 < ε < ε0, and integers n ≥ n0. If
F (τ) is an operator-valued function, we first compute its spectral norm and analyze the asymptotic
scaling of ‖F (τ)‖. We write f = Ω(g) if g = O(f), and f = Θ(g) if both f = O(g) and f = Ω(g).
We use Õ to suppress logarithmic factors in the asymptotic expression and o(1) to represent a
positive number that approaches zero as some parameter grows.

Finally, we use
←−∏

,
∏Γ
γ=1 to denote a product where the elements have increasing indices from

right to left and
−→∏

,
∏1
γ=Γ vice versa. Under this convention,

Γ∏
γ=1

Aγ =
←−∏
γ

Aγ = AΓ · · ·A2A1,
1∏

γ=Γ

Aγ =
−→∏
γ

Aγ = A1A2 · · ·AΓ. (6)

We let a summation be zero if its lower limit exceeds its upper limit.

2.2 Time-ordered evolutions

Let H (τ) be an operator-valued function defined for 0 ≤ τ ≤ t. We say that U (τ) is the time-
ordered evolution generated by H (τ) if U (0) = I and d

dτU (τ) = H (τ)U (τ) for 0 ≤ τ ≤ t. In
the case where H (τ) is anti-Hermitian, the function U (τ) represents the evolution of a quantum
system under Hamiltonian iH (τ). We do not impose any restrictions on the Hermiticity of H (τ)
in the development of our theory, so our analysis can be applied to not only real-time but also
imaginary-time evolutions. Throughout this paper, we assume that operator-valued functions are
continuous, which guarantees the existence and uniqueness of their generated evolutions [30, p.
12]. We then formally represent the time-ordered evolution U (t) by expT

( ∫ t
0 dτH (τ)

)
, where

expT denotes the time-ordered exponential. In the special case where H (τ) = H is constant, the
generated evolution is given by an ordinary matrix exponential expT

( ∫ t
0 dτH (τ)

)
= etH .

In a similar way, we define the time-ordered evolution expT
( ∫ t2

t1
dτH (τ)

)
generated on an arbi-

trary interval t1 ≤ τ ≤ t2. Its determinant satisfies det
(

expT
( ∫ t2

t1
dτH (τ)

))
= e

∫ t2
t1

dτTr(H (τ)) 6= 0

[30, p. 9], so the inverse operator exp−1
T
( ∫ t2

t1
dτH (τ)

)
exists; we denote it by expT

( ∫ t1
t2

dτH (τ)
)
.

We have thus defined expT
( ∫ t2

t1
dτH (τ)

)
for every pair of t1 and t2 in the domain of H (τ).2

Time-ordered exponentials satisfy the differentiation rule [30, p. 12]

∂

∂t2
expT

(∫ t2

t1

dτ H (τ)

)
= H (t2) expT

(∫ t2

t1

dτ H (τ)

)
,

∂

∂t1
expT

(∫ t2

t1

dτ H (τ)

)
= − expT

(∫ t2

t1

dτ H (τ)

)
H (t1),

(7)

2Alternatively, we may define a time-ordered exponential by its Dyson series or by a convergent sequence of
products of ordinary matrix exponentials, and verify that this alternative definition satisfies the desired differential
equation. We prefer the differential-equation definition since it is more versatile for the analysis in this paper.
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and the multiplicative property [30, p. 11]

expT

(∫ t3

t1

dτ H (τ)

)
= expT

(∫ t3

t2

dτ H (τ)

)
expT

(∫ t2

t1

dτ H (τ)

)
. (8)

By definition, the operator-valued function U (t) = expT
( ∫ t

0 dτH (τ)
)

satisfies the differential

equation d
dτU (τ) = H (τ)U (τ) with initial condition U (0) = I. We then apply the fundamental

theorem of calculus to obtain the integral equation

U (t) = I +

∫ t

0
dτ H (τ)U (τ). (9)

We also consider a general differential equation d
dtU (t) = H (t)U (t) + R(t), whose solution is

given by the following variation-of-parameters formula:

Lemma 1 (Variation-of-parameters formula [55, Theorem 4.9] [30, p. 17]). Let H (τ), R(τ) be
continuous operator-valued functions defined for τ ∈ R. Then the first-order differential equation

d

dt
U (t) = H (t)U (t) + R(t), U (0) known, (10)

has a unique solution given by the variation-of-parameters formula

U (t) = expT

(∫ t

0
dτ H (τ)

)
U (0) +

∫ t

0
dτ1 expT

(∫ t

τ1

dτ2 H (τ2)

)
R(τ1). (11)

Let H (τ) = A (τ)+B(τ) be a continuous operator-valued function with two summands defined
for 0 ≤ τ ≤ t. Then, the evolution under H (τ) can be seen as the evolution under the rotated op-
erator exp−1

T
( ∫ τ

0 dτ2A (τ2)
)
B(τ) expT

( ∫ τ
0 dτ2A (τ2)

)
, followed by another evolution under A (τ)

that rotates back to the original frame [64]. This is known as the “interaction-picture” representa-
tion in quantum mechanics and is formally stated in the following lemma.

Lemma 2 (Time-ordered evolution in the interaction picture [30, p. 21]). Let H (τ) = A (τ)+B(τ)
be an operator-valued function defined for τ ∈ R with continuous summands A (τ) and B(τ). Then

expT

(∫ t

0
dτ H (τ)

)
= expT

(∫ t

0
dτ A (τ)

)
· expT

(∫ t

0
dτ1 exp−1

T

(∫ τ1

0
dτ2 A (τ2)

)
B(τ1) expT

(∫ τ1

0
dτ2 A (τ2)

))
.

(12)

Proof. A simple calculation shows that the right-hand side of the above equation satisfies the
differential equation d

dtU (t) = H (t)U (t) with initial condition U (0) = I. The lemma then

follows as expT
( ∫ t

0 dτH (τ)
)

is the unique solution to this differential equation.

For any continuous H (τ), the evolution expT
( ∫ t

0 dτH (τ)
)

it generates is invertible and con-
tinuously differentiable. Conversely, the following lemma asserts that any operator-valued function
that is invertible and continuously differentiable is a time-ordered evolution generated by some
continuous function.

Lemma 3 (Fundamental theorem of time-ordered evolution [30, p. 20]). The following statements
regarding an operator-valued function U (τ) (τ ∈ R) are equivalent:
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1. U (τ) is invertible and continuously differentiable;

2. U (τ) = expT
( ∫ τ

0 dτ1H (τ1)
)
U (0) for some continuous operator-valued function H (τ).

Furthermore, in the second statement, H (τ) =
(

d
dτU (τ)

)
U −1(τ) is uniquely determined.

Finally, we bound the spectral norm of a time-ordered evolution expT
( ∫ t2

t1
dτH (τ)

)
and the

distance between two evolutions.

Lemma 4 (Spectral-norm bound for time-ordered evolution [30, p. 28]). Let H (τ) be a continuous
operator-valued function defined on R. Then,

1.
∥∥∥expT

( ∫ t2
t1

dτH (τ)
)∥∥∥ ≤ e∣∣∣∫ t2t1 dτ‖H (τ)‖

∣∣∣
; and

2.
∥∥∥expT

( ∫ t2
t1

dτH (τ)
)∥∥∥ = 1 if H (τ) is anti-Hermitian.

Corollary 5 (Distance bound for time-ordered evolutions [87, Appendix B]). Let H (τ) and G (τ)
be continuous operator-valued functions defined on R. Then,

1.
∥∥∥expT

( ∫ t2
t1

dτH (τ)
)
− expT

( ∫ t2
t1

dτG (τ)
)∥∥∥ ≤ ∣∣∣∫ t2t1 dτ‖H (τ)− G (τ)‖

∣∣∣e∣∣∣∫ t2t1 dτ(‖H (τ)‖+‖G (τ)‖)
∣∣∣
;

and

2.
∥∥∥expT

( ∫ t2
t1

dτH (τ)
)
− expT

( ∫ t2
t1

dτG (τ)
)∥∥∥ ≤ ∣∣∣∫ t2t1 dτ‖H (τ)− G (τ)‖

∣∣∣ if H (τ) and G (τ) are

anti-Hermitian.

2.3 Product formulas

Let H =
∑Γ

γ=1Hγ be a time-independent operator consisting of Γ summands, so that the evolution

generated by H is et
∑Γ
γ=1 Hγ . Product formulas provide a convenient way of decomposing such an

evolution into a product of exponentials of individual Hγ . Examples of product formulas include
the first-order Lie-Trotter formula

S1(t) := etHΓ · · · etH1 (13)

and higher-order Suzuki formulas [84] defined recursively via

S2(t) := e
t
2
H1 · · · e

t
2
HΓe

t
2
HΓ · · · e

t
2
H1 ,

S2k(t) := S2k−2(ukt)
2 S2k−2((1− 4uk)t) S2k−2(ukt)

2,
(14)

where uk := 1/(4 − 41/(2k−1)). It is a challenge in practice to find the formula with the best
performance for simulating a specific physical system [23]. However, we address a different question,
developing a theory of Trotter error that holds for a general product formula. For in-depth studies
of these formulas, especially in the context of numerical analysis, we refer the reader to [40, 49, 68,
69, 85, 86] and the references therein.

Specifically, we consider a product formula of the form

S (t) :=

Υ∏
υ=1

Γ∏
γ=1

eta(υ,γ)Hπυ(γ) , (15)
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where the coefficients a(υ,γ) are real numbers. The parameter Υ denotes the number of stages of

the formula; for the Suzuki formula S2k(t), we have Υ = 2 · 5k−1. The permutation πυ controls
the ordering of operator summands within stage υ of the formula. For Suzuki’s constructions, we
alternately reverse the ordering of summands between neighboring stages, but other formulas may
use general permutations. Throughout this paper, we fix Υ, πυ and assume that the coefficients
a(υ,γ) are uniformly bounded by 1 in absolute value. We then consider the performance of the
product formula with respect to the input operator summands Hγ (for γ = 1, . . . ,Γ) and the
evolution time t.

Product formulas provide a good approximation to the ideal evolution when the time t is small.
Specifically, a pth-order formula S (t) satisfies

S (t) = etH +O
(
tp+1

)
. (16)

This asymptotic analysis gives the correct error scaling with respect to t, but the dependence on
the Hγ is ignored, so it does not provide a full characterization of Trotter error. This issue was
addressed in the work of Berry, Ahokas, Cleve, and Sanders [10], who gave a concrete error bound
for product formulas with dependence on both t and Hγ . Their original bound depends on the

∞-norm Γ maxγ‖Hγ‖, although it is not hard to improve this to the 1-norm scaling
∑Γ

γ=1‖Hγ‖. We
prove a new error bound in the lemma below; for real-time evolutions, this improves a multiplicative

factor of etΥ
∑Γ
γ=1‖Hγ‖ over the best previous analysis [63, Eq. (13)].

Lemma 6 (Trotter error with 1-norm scaling). Let H =
∑Γ

γ=1Hγ be an operator consisting of Γ

summands and t ≥ 0. Let S (t) =
∏Υ
υ=1

∏Γ
γ=1 e

ta(υ,γ)Hπυ(γ) be a pth-order product formula. Then,

∥∥S (t)− etH
∥∥ = O

( Γ∑
γ=1

‖Hγ‖t
)p+1

etΥ
∑Γ
γ=1‖Hγ‖

. (17)

Furthermore, if Hγ are anti-Hermitian,

∥∥S (t)− etH
∥∥ = O

( Γ∑
γ=1

‖Hγ‖t
)p+1

. (18)

Proof. Since S (t) is a pth-order formula, we know from [25, Supplementary Lemma 1] that S (0) =
S ′(0) = · · · = S (p)(0) = 0. By Taylor’s theorem,

S (t)− etH = (p+ 1)

∫ 1

0
du (1− u)p

tp+1

(p+ 1)!

(
S (p+1)(ut)−Hp+1eutH

)
, (19)

where

S (p+1)(ut) =
∑

q(1,1)+···+q(Υ,Γ)=p+1

(
p+ 1

q(1,1) · · · q(Υ,Γ)

) Υ∏
υ=1

Γ∏
γ=1

(
a(υ,γ)Hπυ(γ)

)q(υ,γ)euta(υ,γ)Hπυ(γ) . (20)
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The spectral norms of S (p+1)(ut) and Hp+1eutH can be bounded as

∥∥∥S (p+1)(ut)
∥∥∥ ≤ ∑

q(1,1)+···+q(Υ,Γ)=p+1

(
p+ 1

q(1,1) · · · q(Υ,Γ)

) Υ∏
υ=1

Γ∏
γ=1

∥∥Hπυ(γ)

∥∥q(υ,γ)et‖Hπυ(γ)‖

=

(
Υ

Γ∑
γ=1

‖Hγ‖
)p+1

etΥ
∑Γ
γ=1‖Hγ‖,

∥∥Hp+1eutH
∥∥ ≤ ( Γ∑

γ=1

‖Hγ‖
)p+1

et
∑Γ
γ=1‖Hγ‖.

(21)

Applying these bounds to the Taylor expansion, we find that

∥∥S (t)− etH
∥∥ ≤ tp+1

(p+ 1)!

[(
Υ

Γ∑
γ=1

‖Hγ‖
)p+1

etΥ
∑Γ
γ=1‖Hγ‖ +

( Γ∑
γ=1

‖Hγ‖
)p+1

et
∑Γ
γ=1‖Hγ‖

]

= O

( Γ∑
γ=1

‖Hγ‖t
)p+1

etΥ
∑Γ
γ=1‖Hγ‖

. (22)

The special case where Hγ are anti-Hermitian can be proved in a similar way, except we directly
evaluate the spectral norm of a matrix exponential to 1.

The above bound on the Trotter error works well for small t. To simulate anti-Hermitian Hγ

for a large time, we divide the evolution into r steps and apply the product formula within each
step. The overall simulation has error

∥∥S r(t/r)− etH
∥∥ ≤ r∥∥∥S (t/r)− e

t
r
H
∥∥∥ = O

((∑Γ
γ=1‖Hγ‖t

)p+1

rp

)
. (23)

To simulate with accuracy ε, it suffices to choose

r = O

(∑Γ
γ=1‖Hγ‖t

)1+1/p

ε1/p

. (24)

We have thus proved:

Corollary 7 (Trotter number with 1-norm scaling). Let H =
∑Γ

γ=1Hγ be an operator consisting
of Γ summands with Hγ anti-Hermitian and t ≥ 0. Let S (t) be a pth-order product formula. Then,
we have

∥∥S r(t/r)− etH
∥∥ = O(ε) provided

r = O

(∑Γ
γ=1‖Hγ‖t

)1+1/p

ε1/p

. (25)

Note that the above analysis only uses information about the norms of the summands. In the
extreme case where all Hγ commute, the Trotter error becomes zero but the above bound can
be arbitrarily large. This suggests that the analysis can be significantly improved by leveraging
information about commutation of the Hγ . Unfortunately, despite extensive efforts, dramatic
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improvements to the Trotter error bound are only known for certain low-order formulas [29, 47, 52,
83, 90] and special systems [25, 80].

To explain the limitations of prior approaches, it is instructive to examine a general bound
developed by Descombes and Thalhammer [29, 85]∥∥S (t)− etH

∥∥ ≤ bp+1t
p+1 + · · ·+ bqt

q + bq+1t
q+1,

where H =
∑Γ

γ=1Hγ is a sum of anti-Hermitian operators, S (t) is a pth-order formula, q ≥ p is a
positive integer, and t ≥ 0, suggesting a choice of

r = max

{
O

(
b
1/p
p+1t

1+1/p

ε1/p

)
, . . . ,O

(
b
1/(q−1)
q t1+1/(q−1)

ε1/(q−1)

)
,O

(
b
1/q
q+1t

1+1/q

ε1/q

)}

to simulate with accuracy ε. Here, all the leading coefficients bp+1, . . . , bq depend on nested commu-
tators of Hγ , but bq+1 is determined by commutators interlaced with matrix exponentials, which is
technically challenging to evaluate except for geometrically local systems. Consequently, a bound
on bq+1 must be used, resulting in a 1-norm scaling similar to that of Lemma 6 and a loose Trotter
error estimate for simulating general quantum systems.

We develop a theory of Trotter error that directly exploits the commutativity of operator sum-
mands. The resulting bound naturally reduces to the previous bounds for low-order formulas and
special systems, but our analysis uncovers a host of new speedups for product formulas that were
previously unknown. The central concepts of this theory are the types, order conditions, and
representations of Trotter error, which we explain in Section 3.

3 Theory

We now develop a theory for analyzing Trotter error. We explain the core ideas of this theory in
Section 3.1 using the simple example of the first-order Lie-Trotter formula. We then discuss the
analysis of a general formula. In particular, we study various types of Trotter error in Section 3.2
and compute their order conditions in Section 3.3. We then derive explicit representations of Trotter
error in Section 3.4, establishing the commutator scaling of Trotter error in Theorem 11. We focus
on the asymptotic error scaling here, and discuss potential applications and constant-prefactor
improvements of our results in Section 4 and Section 5, respectively.

3.1 Example of the Lie-Trotter formula

In this section, we use the example of the first-order Lie-Trotter formula to illustrate the general
theory we develop for analyzing Trotter error. For simplicity, consider an operator H = A+B with
two summands. The ideal evolution generated by H is given by etH = et(A+B). To decompose this
evolution, we may use the Lie-Trotter formula S1(t) = etBetA. This formula is first-order accurate,
so we have S1(t) = etH +O

(
t2
)
.

A key observation here is that the error of a product formula can have various types. Specifically,
we consider three types of Trotter error: additive error, multiplicative error, and error that appears
in the exponent. Note that S1(t) satisfies the differential equation d

dtS1(t) = HS1(t)+
[
etB, A

]
etA

with initial condition S1(0) = I. By the variation-of-parameters formula (Lemma 1),

S1(t) = etH +

∫ t

0
dτ e(t−τ)H

[
eτB, A

]
eτA, (26)
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so we get the additive error A1(t) =
∫ t

0 dτ e(t−τ)H
[
eτB, A

]
eτA of the Lie-Trotter formula. For

error with the exponentiated type, we differentiate S1(t) to get d
dtS1(t) =

(
B + etBAe−tB

)
S1(t).

Applying the fundamental theorem of time-ordered evolution (Lemma 3), we have

S1(t) = expT

(∫ t

0
dτ
(
B + eτBAe−τB

))
, (27)

so E1(τ) = eτBAe−τB − A is the error of Lie-Trotter formula that appears in the exponent. To
obtain the multiplicative error, we switch to the interaction picture using Lemma 2:

S1(t) = etH expT

(∫ t

0
dτ
(
e−τHeτBAe−τBeτH − e−τHAeτH

))
, (28)

so M1(t) = expT
( ∫ t

0 dτ
(
e−τHeτBAe−τBeτH − e−τHAeτH

))
− I is the multiplicative Trotter error.

These three types of Trotter error are equivalent for analyzing the complexity of digital quantum
simulation (Section 4.1) and simulating local observables (Section 4.2), whereas the multiplica-
tive error and the exponentiated error are more versatile when applied to quantum Monte Carlo
simulation (Section 4.3). We compute error operators for a general product formula in Section 3.2.

Since product formulas provide a good approximation to the ideal evolution for small t, we
expect all three error operators A1(t), E1(t), and M1(t) to converge to zero in the limit t→ 0. The
rates of convergence are what we call order conditions. More precisely,

A1(t) =

∫ t

0
dτ e(t−τ)H

[
eτB, A

]
eτA = O

(
t2
)
,

E1(t) = etBAe−tB −A = O(t),

M1(t) = expT

(∫ t

0
dτ
(
e−τHeτBAe−τBeτH − e−τHAeτH

))
− I = O

(
t2
)
.

(29)

For the Lie-Trotter formula, these conditions can be verified by direct calculation, although such
an approach becomes inefficient in general. Instead, we describe an indirect approach in Section 3.3
to compute order conditions for a general product formula.

Finally, we consider representations of Trotter error that leverage the commutativity of operator
summands. We discuss how to represent M1(t) in detail, although it is straightforward to extend
the analysis to A1(t) and E1(t) as well. To this end, we first consider the term e−τHeτBAe−τBeτH ,
which contains two layers of conjugations of matrix exponentials. We apply the fundamental
theorem of calculus to the first layer of conjugation and obtain

eτBAe−τB = A+

∫ τ

0
dτ2 e

τ2B
[
B,A

]
e−τ2B. (30)

After cancellation, this gives

M1(t) = expT

(∫ t

0
dτ

∫ τ

0
dτ2 e

−τHeτ2B
[
B,A

]
e−τ2BeτH

)
− I, (31)

which implies, through Corollary 5, that ‖M1(t)‖ = O
(
‖[B,A]‖t2

)
when A, B are anti-Hermitian

and t ≥ 0. In the above derivation, it is important that we only expand the first layer of conjugation
of exponentials, that we apply the fundamental theorem of calculus only once, and that we can
cancel the terms e−τHAeτH in pairs. The validity of such an approach in general is guaranteed by
the appropriate order condition, which we explain in detail in Section 3.4.
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3.2 Error types

In this section, we discuss error types of a general product formula. In particular, we give explicit
expressions for three different types of Trotter error: the additive error, the multiplicative error,
and error that appears in the exponent of a time-ordered exponential (the “exponentiated” error).
These types are equivalent for analyzing the complexity of simulating quantum dynamics and local
observables, but the latter two types are more versatile for quantum Monte Carlo simulation.

Let H =
∑Γ

γ=1Hγ be an operator with Γ summands. The ideal evolution under H for time

t is given by etH = et
∑Γ
γ=1 Hγ , which we approximate by a general product formula S (t) =∏Υ

υ=1

∏Γ
γ=1 e

ta(υ,γ)Hπυ(γ) . For convenience, we use the lexicographic order on a pair of tuples (υ, γ)
and (υ′, γ′), defined as follows: we write (υ, γ) � (υ′, γ′) if υ > υ′, or if υ = υ′ and γ ≥ γ′. We
have (υ, γ) � (υ′, γ′) if both (υ, γ) � (υ′, γ′) and (υ, γ) 6= (υ′, γ′) hold. Notations (υ, γ) � (υ′, γ′)
and (υ, γ) ≺ (υ′, γ′) are defined in a similar way, except that we reverse the directions of all the
inequalities. We use (υ, γ)− 1 to represent the immediate predecessor of (υ, γ) with respect to the
lexicographic order and (υ, γ) + 1 to denote the immediate successor.

For the additive Trotter error, we seek an operator-valued function A (t) such that S (t) = etH+
A (t). This can be achieved by constructing the differential equation d

dtS (t) = HS (t) +R(t) with
initial condition S (0) = I, followed by the use of the variation-of-parameters formula (Lemma 1).
For the exponentiated type of Trotter error, we aim to construct an operator-valued function
E (t) such that S (t) = expT

( ∫ t
0 dτ

(
H + E (τ)

))
. We find E (t) by differentiating the product

formula S (t) and applying the fundamental theorem of time-ordered evolution (Lemma 3). Finally,
we obtain the multiplicative error by switching to the interaction picture using Lemma 2. The
derivation follows from a similar analysis as in Section 3.1 and is detailed in Appendix A.

Theorem 8 (Types of Trotter error). Let H =
∑Γ

γ=1Hγ be an operator with Γ summands. The

evolution under H for time t ∈ R is given by etH = et
∑Γ
γ=1Hγ , which we decompose using the

product formula S (t) =
∏Υ
υ=1

∏Γ
γ=1 e

ta(υ,γ)Hπυ(γ). Then,

1. Trotter error can be expressed in the additive form S (t) = etH +
∫ t

0 dτ e(t−τ)HS (τ)T (τ),
where

T (τ) =
∑
(υ,γ)

−→∏
(υ′,γ′)≺(υ,γ)

e
−τa(υ′,γ′)Hπυ′ (γ

′)
(
a(υ,γ)Hπυ(γ)

) ←−∏
(υ′,γ′)≺(υ,γ)

e
τa(υ′,γ′)Hπυ′ (γ

′)

−
−→∏

(υ′,γ′)

e
−τa(υ′,γ′)Hπυ′ (γ

′)H
←−∏

(υ′,γ′)

e
τa(υ′,γ′)Hπυ′ (γ

′) ;

(32)

2. Trotter error can be expressed in the exponentiated form S (t) = expT
( ∫ t

0 dτ
(
H + E (τ)

))
,

where

E (τ) =
∑
(υ,γ)

←−∏
(υ′,γ′)�(υ,γ)

e
τa(υ′,γ′)Hπυ′ (γ

′)
(
a(υ,γ)Hπυ(γ)

) −→∏
(υ′,γ′)�(υ,γ)

e
−τa(υ′,γ′)Hπυ′ (γ

′) −H; (33)

3. Trotter error can be expressed in the multiplicative form S (t) = etH(I + M (t)), where

M (t) = expT

(∫ t

0
dτ e−τHE (τ)eτH

)
− I (34)

with E (τ) as above.
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Note that the error operators T (τ) and E (τ) both consist of conjugations of matrix expo-
nentials of the form eτAs · · · eτA2eτA1Be−τA1e−τA2 · · · e−τAs . To bound the Trotter error, it thus
suffices to analyze such conjugations of matrix exponentials. The previous work of Somma [80]
expanded them into infinite series of nested commutators, which is favorable for systems with ap-
propriate Lie-algebraic structures. An alternative approach of Childs and Su [25] represented them
as commutators nested with conjugations of matrix exponentials, which provides a tight analysis for
geometrically local systems. Unfortunately, both approaches can be loose in general. Instead, we
apply order conditions (Section 3.3) and derive a new representation of Trotter error (Section 3.4)
that provides a tight analysis for general systems.

3.3 Order conditions

In this section, we study the order conditions of Trotter error. By order condition, we mean the rate
at which a continuous operator-valued function F (τ), defined for τ ∈ R, approaches zero in the
limit τ → 0. Formally, we write F (τ) = O(τp) with nonnegative integer p if there exist constants
c, t0 > 0, independent of τ , such that ‖F (τ)‖ ≤ c|τ |p whenever |τ | ≤ t0.

Order conditions arise naturally in the analysis of Trotter error [4, 5, 84, 92]. Indeed, a pth-order
product formula S (t) has a Taylor expansion that agrees with the ideal evolution etH up to order
tp, which implies the order condition S (t) = etH + O

(
tp+1

)
by definition. Our approach is to use

this relation in the reverse direction: given a smooth operator-valued function F (τ) satisfying the
order condition F (τ) = O(τp), we conclude that F (τ) has a Taylor expansion where terms with
order τp−1 or lower vanish. We make this argument more precise in Appendix B.

We can determine the order condition of an operator-valued function through either direct
calculation or indirect derivation. To illustrate this, we consider decomposing etH = et(A+B) using
the first-order Lie-Trotter formula S1(t) = etBetA. We see from Section 3.1 that this decomposition
has the additive Trotter error

A1(t) =

∫ t

0
dτ e(t−τ)H

(
S ′

1(τ)−HS1(τ)
)

=

∫ t

0
dτ e(t−τ)H

[
eτB, A

]
eτA. (35)

We know that A1(t) has order condition A1(t) = O
(
t2
)
, which follows directly from the fact that

A1(0) = A ′1(0) = 0. On the other hand, an indirect argument would proceed as follows. We
use the known order condition S1(t) = etH + O

(
t2
)

to conclude that S ′
1(τ) − HS1(τ) = O(τ).

Multiplying the matrix exponential e(t−τ)H = O(1) does not change the order condition, so we
still have e(t−τ)H

(
S ′

1(τ) − HS1(τ)
)

= O(τ). A final integration of
∫ t

0 dτ then gives the desired
condition A1(t) = O

(
t2
)
.

Although we obtain the same order condition through two different analyses, the direct approach
becomes inefficient for analyzing Trotter error of a general high-order product formula. Instead,
we use the indirect analysis to prove the following theorem on the order conditions of Trotter error
(see Appendix B for proof details). In Section 3.4, we apply these conditions to cancel low-order
Trotter error terms and represent higher-order ones as nested commutators of operator summands.

Theorem 9 (Order conditions of Trotter error). Let H be an operator, and let S (τ), T (τ), E (τ),
and M (τ) be infinitely differentiable operator-valued functions defined for τ ∈ R, such that

S (t) = etH +

∫ t

0
dτ e(t−τ)HS (τ)T (τ),

= expT

(∫ t

0
dτ
(
H + E (τ)

))
,

= etH(I + M (t)).

(36)
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For any nonnegative integer p, the following conditions are equivalent:

1. S (t) = etH +O
(
tp+1

)
;

2. T (τ) = O(τp);

3. E (τ) = O(τp); and

4. M (t) = O
(
tp+1

)
.

3.4 Error representations

For a product formula with a certain error type and order condition, we now represent its error in
terms of nested commutators of the operator summands. In particular, we give upper bounds on
the additive and the multiplicative errors of pth-order product formulas in Theorem 11.

Consider an operator H =
∑Γ

γ=1Hγ with Γ summands. The ideal evolution generated by H

is etH , which we decompose using a pth-order product formula S (t) =
∏Υ
υ=1

∏Γ
γ=1 e

ta(υ,γ)Hπυ(γ) .
We know from Theorem 8 that the Trotter error can be expressed in the additive form S (t) =
etH +

∫ t
0 dτ e(t−τ)HS (τ)T (τ), the multiplicative form S (t) = etH(I + M (t)), where M (t) =

expT
( ∫ t

0 dτ e−τHE (τ)eτH
)
− I, and the exponentiated form S (t) = expT

( ∫ t
0 dτ

(
H + E (τ)

))
.

Furthermore, both T (τ) and E (τ) consist of conjugations of matrix exponentials and have order
condition T (τ), E (τ) ∈ O(τp) (Theorem 9).

We first consider the representation of a single conjugation of matrix exponentials

eτAs · · · eτA2eτA1Be−τA1e−τA2 · · · e−τAs , (37)

where A1, A2, . . . , As, B are operators and τ ∈ R. Our goal is to expand this conjugation into a
finite series in the time variable τ . We only keep track of those terms with order O(τp), because
terms corresponding to 1, τ, . . . , τp−1 will vanish in the final representation of Trotter error due to
the order condition. As mentioned before, such a conjugation was previously analyzed based on a
naive application of the Taylor’s theorem [25] and an infinite-series expansion [80]. However, those
results do not represent Trotter error as a finite number of commutators of operator summands and
they only apply to special systems such as those with geometrical locality or suitable Lie-algebraic
structure. Our new representation overcomes these limitations.

We begin with the innermost layer eτA1Be−τA1 . Applying Taylor’s theorem to order p− 1 with
integral form of the remainder, we have

eτA1Be−τA1 = B +
[
A1, B

]
τ + · · ·+

[
A1, · · · ,

[
A1︸ ︷︷ ︸

p−1

, B
]
· · ·
] τp−1

(p− 1)!

+

∫ τ

0
dτ2 e

(τ−τ2)A1
[
A1, · · · ,

[
A1︸ ︷︷ ︸

p

, B
]
· · ·
]
e−(τ−τ2)A1

τp−1
2

(p− 1)!
.

(38)

Using the abbreviation adA1(B) =
[
A1, B

]
, we rewrite

eτA1Be−τA1 = B + adA1(B)τ + · · ·+ adp−1
A1

(B)
τp−1

(p− 1)!

+

∫ τ

0
dτ2 e

(τ−τ2)A1adpA1
(B)e−(τ−τ2)A1

τp−1
2

(p− 1)!
.

(39)
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By the multiplication rule and the integration rule of Proposition B.3, the last term has order∫ τ

0
dτ2 e

(τ−τ2)A1adpA1
(B)e−(τ−τ2)A1

τp−1
2

(p− 1)!
= O(τp). (40)

This term cannot be canceled by the order condition, and we keep it in our expansion. The
remaining terms corresponding to 1, τ, . . . , τp−1 are substituted back to the original conjugation of
matrix exponentials.

We now consider the next layer of conjugation. We apply Taylor’s theorem to the operators
eτA2Be−τA2 , eτA2adA1(B)e−τA2 , . . . , eτA2adp−1

A1
(B)e−τA2 to order p− 1, p− 2, . . . , 0, respectively,

obtaining

eτA2Be−τA2 = B + · · ·+ adp−1
A2

(B)
τp−1

(p− 1)!
+

∫ τ

0
dτ2 e

(τ−τ2)A2adpA2
(B)e−(τ−τ2)A2

τp−1
2

(p− 1)!
,

eτA2adA1(B)e−τA2 = adA1(B) + · · ·+ adp−2
A2

adA1(B)
τp−2

(p− 2)!

+

∫ τ

0
dτ2 e

(τ−τ2)A2adp−1
A2

adA1(B)e−(τ−τ2)A2
τp−2

2

(p− 2)!
,

...

eτA2adp−1
A1

(B)e−τA2 = adp−1
A1

(B) +

∫ τ

0
dτ2 e

(τ−τ2)A2adA2adp−1
A1

(B)e−(τ−τ2)A2 .

(41)
Combining with the result from the first layer, the Taylor remainders in the above equation have
order ∫ τ

0
dτ2 e

(τ−τ2)A2adpA2
(B)e−(τ−τ2)A2

τp−1
2

(p− 1)!
= O(τp),∫ τ

0
dτ2 e

(τ−τ2)A2adp−1
A2

adA1(B)e−(τ−τ2)A2
τp−2

2

(p− 2)!
τ = O(τp),

...∫ τ

0
dτ2 e

(τ−τ2)A2adA2adp−1
A1

(B)e−(τ−τ2)A2
τp−1

(p− 1)!
= O(τp).

(42)

We keep these terms in our expansion and substitute the remaining ones back to the original
conjugation of matrix exponentials.

We repeat this analysis for all the remaining layers of the conjugation of matrix exponentials.
In doing so, we keep track of those terms with order O(τp), obtaining

eτAs · · · eτA2eτA1Be−τA1e−τA2 · · · e−τAs

= C0 + C1τ + · · ·+ Cp−1τ
p−1

+

s∑
k=1

∑
q1+···+qk=p

qk 6=0

eτAs · · · eτAk+1

·
∫ τ

0
dτ2 e

τ2AkadqkAk · · · adq1A1
(B)e−τ2Ak · (τ − τ2)qk−1τ q1+···+qk−1

(qk − 1)!qk−1! · · · q1!

· e−τAk+1 · · · e−τAs

(43)
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for some operators C0, C1, . . . , Cp−1. Due to the order condition, terms of order 1, τ, . . . , τp−1 will
vanish in our final representation of the Trotter error.

We now bound the spectral norm of those terms with order O(τp). By the triangle inequality,
we have an upper bound of

s∑
k=1

∑
q1+···+qk=p

qk 6=0

∫ |τ |
0

dτ2
(|τ | − τ2)qk−1|τ |q1+···+qk−1

(qk − 1)!qk−1! · · · q1!

∥∥∥adqkAk · · · adq1A1
(B)

∥∥∥e2|τ |
∑s
l=1‖Al‖

=
s∑

k=1

∑
q1+···+qk=p

qk 6=0

(
p

q1 · · · qk

)
|τ |p

p!

∥∥∥adqkAk · · · adq1A1
(B)

∥∥∥e2|τ |
∑s
l=1‖Al‖

=
∑

q1+···+qs=p

(
p

q1 · · · qs

)
|τ |p

p!

∥∥∥adqsAs · · · adq1A1
(B)

∥∥∥e2|τ |
∑s
l=1‖Al‖

= αcomm

(
As, . . . , A1, B

) |τ |p
p!
e2|τ |

∑s
l=1‖Al‖,

(44)

where

αcomm

(
As, . . . , A1, B

)
:=

∑
q1+···+qs=p

(
p

q1 · · · qs

)∥∥∥adqsAs · · · adq1A1
(B)

∥∥∥. (45)

This bound holds for arbitrary operators A1, A2, . . . , As. When these operators are anti-Hermitian,
we can tighten the above analysis by evaluating the spectral norm of a matrix exponential as 1.
We have therefore established:

Theorem 10 (Commutator expansion of a conjugation of matrix exponentials). Let A1, A2, . . . , As
and B be operators. Then the conjugation eτAs · · · eτA2eτA1Be−τA1e−τA2 · · · e−τAs (τ ∈ R) has the
expansion

eτAs · · · eτA2eτA1Be−τA1e−τA2 · · · e−τAs = C0 + C1τ + · · ·+ Cp−1τ
p−1 + C (τ). (46)

Here, C0, . . . , Cp−1 are operators independent of τ . The operator-valued function C (τ) is given by

C (τ) :=

s∑
k=1

∑
q1+···+qk=p

qk 6=0

eτAs · · · eτAk+1

·
∫ τ

0
dτ2 e

τ2AkadqkAk · · · adq1A1
(B)e−τ2Ak · (τ − τ2)qk−1τ q1+···+qk−1

(qk − 1)!qk−1! · · · q1!

· e−τAk+1 · · · e−τAs .

(47)

Furthermore, we have the spectral-norm bound

‖C (τ)‖ ≤ αcomm

(
As, . . . , A1, B

) |τ |p
p!
e2|τ |

∑s
k=1‖Ak‖ (48)

for general operators and

‖C (τ)‖ ≤ αcomm

(
As, . . . , A1, B

) |τ |p
p!

(49)

when Ak (k = 1, . . . , s) are anti-Hermitian, where

αcomm

(
As, . . . , A1, B

)
=

∑
q1+···+qs=p

(
p

q1 · · · qs

)∥∥∥adqsAs · · · adq1A1
(B)

∥∥∥. (50)
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We apply Theorem 10 to expand every conjugation of matrix exponentials of the error operators
T (τ) and E (τ) into a finite series in τ . After taking the linear combination, we obtain

T (τ) = T0 + T1τ + · · ·+ Tp−1τ
p−1 + Tp(τ),

E (τ) = E0 + E1τ + · · ·+ Ep−1τ
p−1 + Ep(τ).

(51)

The operator-valued functions Tp(τ) and Ep(τ) have order condition O(τp), whereas T0, . . . , Tp−1

and E0, . . . , Ep−1 are independent of τ . By Lemma B.1 and the order condition T (τ), E (τ) ∈
O(τp), we have

T0 = · · · = Tp−1 = E0 = · · · = Ep−1 = 0, (52)

or equivalently,
T (τ) = Tp(τ), E (τ) = Ep(τ). (53)

We then bound the spectral norm of Tp(τ) and Ep(τ) using Theorem 10. This establishes the
commutator scaling of Trotter error. We state the result below and leave the calculation details to
Appendix C.

Theorem 11 (Trotter error with commutator scaling). Let H =
∑Γ

γ=1Hγ be an operator consisting

of Γ summands and t ≥ 0. Let S (t) =
∏Υ
υ=1

∏Γ
γ=1 e

ta(υ,γ)Hπυ(γ) be a pth-order product formula.

Define α̃comm =
∑Γ

γ1,γ2,...,γp+1=1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ1

]]∥∥. Then, the additive Trotter error and the

multiplicative Trotter error, defined respectively by S (t) = etH + A (t) and S (t) = etH(I + M (t)),
can be asymptotically bounded as

‖A (t)‖ = O
(
α̃commt

p+1e2tΥ
∑Γ
γ=1‖Hγ‖

)
, ‖M (t)‖ = O

(
α̃commt

p+1e2tΥ
∑Γ
γ=1‖Hγ‖

)
. (54)

Furthermore, if the Hγ are anti-Hermitian, corresponding to physical Hamiltonians, we have

‖A (t)‖ = O
(
α̃commt

p+1
)
, ‖M (t)‖ = O

(
α̃commt

p+1
)
. (55)

Corollary 12 (Trotter number with commutator scaling). Let H =
∑Γ

γ=1Hγ be an operator

consisting of Γ summands with Hγ anti-Hermitian and t ≥ 0. Let S (t) =
∏Υ
υ=1

∏Γ
γ=1 e

ta(υ,γ)Hπυ(γ)

be a pth-order product formula. Define α̃comm =
∑Γ

γ1,γ2,...,γp+1=1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ1

]]∥∥. Then,

we have
∥∥S r(t/r)− etH

∥∥ = O(ε), provided that

r = O

(
α̃

1/p
commt1+1/p

ε1/p

)
. (56)

For any δ > 0, we can choose p sufficiently large so that 1/p < δ. For this choice of p, we have

r = O
(
α̃δcommt

1+δ/εδ
)
. Therefore, the Trotter number scales as r = α̃

o(1)
commt1+o(1) if we simulate

with constant accuracy. To obtain the asymptotic complexity of the product-formula algorithm,
it thus suffices to compute the quantity α̃comm =

∑
γ1,γ2,...,γp+1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ1

]]∥∥, which can
often be done by induction. We illustrate this by presenting a host of applications of our bound to
simulating quantum dynamics (Section 4.1), local observables (Section 4.2), and quantum Monte
Carlo methods (Section 4.3).

Note that we did not evaluate the constant prefactor of our bound in Theorem 11. Indeed,
our proof involves inequality zooming that suffices to establish the correct asymptotic scaling but
is likely loose in practice. For practical implementation, it is better to use Theorem 10, which
gives a concrete expression for the error operator. A general methodology to obtain error bounds
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with small constant factors is described in Appendix J. In Section 5.1, we show that our bound
reduces to previous bounds for the Lie-Trotter formula [47, 83] and the second-order Suzuki formula
[29, 49, 52, 90], which are known to be tight up to an application of the triangle inequality. We
further provide numerical evidence in Section 5.2 suggesting that our bound has a small prefactor
for higher-order formulas as well.

4 Applications

Our main result on the commutator scaling of Trotter error (Theorem 11) uncovers a host of
speedups of the product-formula approach. In this section, we give improved product-formula
algorithms for digital quantum simulation (Section 4.1), simulating local observables (Section 4.2),
and quantum Monte Carlo methods (Section 4.3). We show that these results can nearly match or
even outperform the best previous results for simulating quantum systems.

4.1 Applications to digital quantum simulation

We now present applications of our bound to digital quantum simulation, including simulations
of second-quantized electronic structure, k-local Hamiltonians, rapidly decaying long-range and
quasilocal interactions, and clustered Hamiltonians. Throughout this section, we let H be Hermi-
tian, t ≥ 0 be nonnegative, and we consider the real-time evolution e−itH .

Second-quantized electronic structure. Simulating electronic-structure Hamiltonians is one
of the most widely studied applications of digital quantum simulation. An efficient solution of this
problem could help design and engineer new pharmaceuticals, catalysts, and materials [8]. Recent
studies have focused on solving this problem using more advanced simulation algorithms. Here, we
demonstrate the power of product formulas for simulating electronic-structure Hamiltonians.

We consider the second-quantized representation of the electronic-structure problem. In the
plane-wave dual basis, the electronic-structure Hamiltonian has the form [8, Eq. (8)]

H =
1

2n

∑
j,k,ν

κ2
ν cos[κν · rk−j ]A†jAk︸ ︷︷ ︸

T

−4π

ω

∑
j,ι,ν 6=0

ζι cos[κν · (r̃ι − rj)]
κ2
ν

Nj︸ ︷︷ ︸
U

+
2π

ω

∑
j 6=k
ν 6=0

cos[κν · rj−k]
κ2
ν

NjNk

︸ ︷︷ ︸
V

,
(57)

where j, k range over all n orbitals and ω is the volume of the computational cell. Following the
assumptions of [8, 64], we consider the constant density case where n/ω = O(1). Here, κν =
2πν/ω1/3 are n vectors of plane-wave frequencies, where ν are three-dimensional vectors of integers
with elements in [−n1/3, n1/3]; rj are the positions of electrons; ζι are nuclear charges such that∑

ι |ζι| = O(n); and r̃ι are the nuclear coordinates. The operators A†j and Ak are electronic creation

and annihilation operators, and Nj = A†jAj are the number operators. The potential terms U and
V are already diagonalized in the plane-wave dual basis. To further diagonalize the kinetic term
T , we may switch to the plane-wave basis, which is accomplished by the fermionic fast Fourier
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transform FFFT [8, Eq. (10)]. We have

H = FFFT†
(

1

2

∑
ν

κ2
νNν

)
︸ ︷︷ ︸

T̃

FFFT + U + V.
(58)

To simulate the dynamics of such a Hamiltonian for time t, the current fastest algorithms are
qubitization [6, 62] with Õ

(
n3t
)

gate complexity and a small prefactor, and the interaction-picture

algorithm [64] with complexity Õ
(
n2t
)

and a large prefactor. We show that higher-order product

formulas can perform the same simulation with gate complexity n2+o(1)t1+o(1). For the special
case of the second-order Suzuki formula, this confirms a recent observation of Kivlichan et al. from
numerical calculation [52].

Using the plane-wave basis for the kinetic operator and the plane-wave dual basis for the
potential operators, we have that all terms in T̃ and U +V commute with each other, respectively.
Then, we can decompose e−itT̃ and e−it(U+V ) into products of elementary matrix exponentials
without introducing additional error, giving the product formula

e−ita(Υ,2)T e−ita(Υ,1)(U+V ) · · · e−ita(1,2)T e−ita(1,1)(U+V )

= FFFT†e−ita(Υ,2)T̃FFFTe−ita(Υ,1)(U+V ) · · ·FFFT†e−ita(1,2)T̃FFFTe−ita(1,1)(U+V ).
(59)

For practical implementation, we need to further exponentiate spin operators using a fermionic
encoding, such as the Jordan-Wigner encoding. However, these implementation details do not
affect the analysis of Trotter error and will thus be ignored in our discussion. The fermionic
fast Fourier transform and the exponentiation of T̃ , U , and V can all be implemented using the
Jordan-Wigner encoding with complexity Õ(n) [34, 64].

We compute the norm of [Hγp+1 , · · · [Hγ2 , Hγ1 ]], Hγ ∈ {T,U, V } by induction. We show in
Appendix D that

α̃comm =
∑

γ1,γ2,...,γp+1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ1

]]∥∥ = O
(
np+1

)
. (60)

Theorem 11 and Corollary 12 then imply that a Trotter number of r = O
(
(nt)1+1/p/ε1/p

)
suffices

to simulate with accuracy ε. Choosing p sufficiently large, letting ε be constant, and implementing
each Trotter step as in [34, 64], we have the gate complexity

n2+o(1)t1+o(1) (61)

for simulating plane-wave electronic structure in second quantization.

k-local Hamiltonians. A Hamiltonian is k-local if it can be expressed as a linear combination of
terms, each of which acts nontrivially on at most k = O(1) qubits. Such Hamiltonians, especially
2-local ones, are ubiquitous in physics. The first explicit quantum simulation algorithm by Lloyd
was specifically developed for simulating k-local Hamiltonians [59] and later work provided more
advanced approaches based on the linear-combination-of-unitary technique [11–13, 61, 62, 64]. Here,
we give an improved product-formula algorithm that can be advantageous over previous simulation
methods.

We consider a k-local Hamiltonian acting on n qubits

H =
∑

j1,...,jk

Hj1,...,jk , (62)
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where each Hj1,...,jk acts nontrivially only on qubits j1, . . . , jk. We say Hj1,...,jk has support
{j1, . . . , jk}, denoting

S
(
Hj1,...,jk

)
:= {j1, . . . , jk}. (63)

We may assume that the summands are unitaries up to scaling and can be implemented with
constant cost, for otherwise we expand them further with respect to the Pauli operators. The
fastest previous approach to simulating a general k-local Hamiltonian is the qubitization algorithm
by Low and Chuang [62], which has gate complexity Õ

(
nk‖H‖1t

)
where ‖H‖1 =

∑
j1,...,jk

‖Hj1,...,jk‖.
To compare with the product-formula algorithm, we need to analyze the nested commutators

[Hγp+1 , · · · [Hγ2 , Hγ1 ]], where each Hγ is some local operator Hj1,...,jk . In order for this commutator
to be nonzero, every operator must have support that overlaps with the support of operators from
the inner layers. Using this idea, we estimate that

α̃comm =
∑

γ1,γ2,...,γp+1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ1

]]∥∥ = O(|||H|||p1‖H‖1), (64)

where |||H|||1 = maxl maxjl
∑

j1,...,jl−1,jl+1,...,jk
‖Hj1,...,jk‖ is the induced 1-norm. Theorem 11 and

Corollary 12 then imply that a Trotter number of r = O
(
|||H|||1‖H‖

1/p
1 t1+1/p/ε1/p

)
suffices to

simulate with accuracy ε. Choosing p sufficiently large, letting ε be constant, and implementing
each Trotter step with Θ

(
nk
)

gates, we have the total gate complexity

nk|||H|||1‖H‖
o(1)
1 t1+o(1) (65)

for simulating a k-local Hamiltonian H. See Appendix E for more details.
We know from Section 2.1 that the norm inequality |||H|||1 ≤ ‖H‖1 always holds. In fact, the

gap between these two norms can be significant for many k-local Hamiltonians. As an example, we
consider n-qubit power-law interactions H =

∑
~i,~j∈ΛH~i,~j with exponent α [87], where Λ ⊆ Rd is a

d-dimensional square lattice, H~i,~j is an operator supported on two sites ~i,~j ∈ Λ, and

∥∥∥H~i,~j∥∥∥ ≤
1, if ~i = ~j,

1

‖~i−~j‖α
2

, if ~i 6= ~j.
(66)

Examples of such systems include those that interact via the Coulomb interactions (α = 1), the
dipole-dipole interactions (α = 3), and the van der Waals interactions (α = 6). It is straightforward
to upper bound the induced 1-norm

|||H|||1 =


O
(
n1−α/d), for 0 ≤ α < d,

O(log n), for α = d,

O(1), for α > d,

(67)

whereas the 1-norm scales like

‖H‖1 =


O
(
n2−α/d), for 0 ≤ α < d,

O(n log n), for α = d,

O(n), for α > d.

(68)

Thus the product-formula algorithm has gate complexity

gα =

{
n3−α

d
+o(1)t1+o(1) for 0 ≤ α < d,

n2+o(1)t1+o(1) for α ≥ d,
(69)
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which has better n-dependence than the qubitization approach [62]. We give further calculation
details in Appendix F.

Rapidly decaying power-law and quasilocal interactions. We now consider d-dimensional
power-law interactions 1/xα with exponent α > 2d and interactions that decay exponentially with
distance. Although these Hamiltonians can be simulated using algorithms for k-local Hamiltonians,
more efficient methods exist that exploit the locality of the systems [87]. We show that product
formulas can also leverage locality to provide an even faster simulation.

We first consider an n-qubit d-dimensional power-law Hamiltonian H =
∑

i,j∈ΛH~i,~j with expo-
nent α > 2d. Such a Hamiltonian represents a rapidly decaying long-range system that becomes
nearest-neighbor interacting in the limit α → ∞. For α > 2d, the state-of-the-art simulation
algorithm decomposes the evolution based on the Lieb-Robinson bound with gate complexity
Õ
(
(nt)1+2d/(α−d)

)
[87]. We give an improved approach using product formulas which has gate

complexity (nt)1+d/(α−d)+o(1).
The idea of our approach is to simulate a truncated Hamiltonian H̃ =

∑
‖~i−~j‖

2
≤`H~i,~j by taking

only the terms H~i,~j where ‖~i −~j‖2 is not more than `, a parameter that we determine later. The

resulting H̃ is a 2-local Hamiltonian with 1-norm ‖H̃‖1 = O(n) and induced 1-norm |||H̃|||1 = O(1).
Theorem 11 and Corollary 12 then imply that a Trotter number of r = O

(
n1/pt1+1/p/ε1/p

)
suffices

to simulate with accuracy ε. Choosing p sufficiently large, letting ε be constant, and implementing
each Trotter step with O

(
n`d
)

gates, we have the total gate complexity `d(nt)1+o(1) for simulating

H̃.
We know from Corollary 5 that the approximation of exp(−iHt) by exp(−iH̃t) has error∥∥∥e−itH − e−itH̃∥∥∥ = O

(∥∥∥H − H̃∥∥∥t), (70)

where ‖H − H̃‖ = O
(
n/`α−d

)
for all α > 2d. To make this at most O(ε), we choose the cutoff

` = Θ
(

(nt/ε)1/(α−d)
)

. Note that we require nt ≥ ε and t ≤ εnα/d−2 so that n1/d ≥ ` ≥ 1. This

implies the gate complexity
(nt)1+d/(α−d)+o(1), (71)

which is better than the state-of-the-art algorithm based on Lieb-Robinson bounds [87]. We leave
the calculation details to Appendix F.

We also consider interactions that decay exponentially with the distance x as e−βx:∥∥∥H~i,~j∥∥∥ ≤ e−β‖~i−~j‖2 , (72)

where β > 0 is a constant. Although such interactions are technically long range, their fast
decay makes them quasilocal for most applications in physics. Our approach to simulating such
a quasilocal system is similar to that for the rapidly decaying power-law Hamiltonian, except we
choose the cutoff ` = Θ(log(nt/ε)), giving a product-formula algorithm with gate complexity

(nt)1+o(1). (73)

See Appendix F for further details.
Our result for quasilocal systems is asymptotically the same as a recent result for nearest-

neighbor Hamiltonians [25]. For rapidly decaying power-law systems, we reproduce the nearest-
neighbor case [25] in the limit α→∞.
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Clustered Hamiltonians. We now consider the application of our theory to simulating clustered
Hamiltonians [73]. Such systems appear naturally in the study of classical fragmentation methods
and quantum mechanics/molecular mechanics methods for simulating large molecules. Peng, Har-
row, Ozols, and Wu recently proposed a hybrid simulator for clustered Hamiltonians [73]. Here, we
show that the performance of their simulator can be significantly improved using our Trotter error
bound.

Let H be a Hamiltonian acting on n qubits. Following the same setting as in [73], we assume
that each term in H acts on at most two qubits with spectral norm at most one, and each qubit
interacts with at most a constant number d′ of other qubits. We further assume that the qubits
are grouped into multiple parties and write

H = A+B =
∑
l

H
(1)
l +

∑
l

H
(2)
l , ∀l :

∥∥∥H(1)
l

∥∥∥,∥∥∥H(2)
l

∥∥∥ ≤ 1, (74)

where terms in A act on qubits within a single party and terms in B act between two different
parties.

The key step in the approach of Peng et al. is to group the terms within each party in A and
simulate the resulting Hamiltonian. This is accomplished by applying product formulas to the
decomposition

H = A+
∑
l

H
(2)
l . (75)

Using the first-order Lie-Trotter formula, Ref. [73] chooses the Trotter number

r = O
(
h2
Bt

2

ε

)
(76)

to ensure that the error of the decomposition is at most ε, where hB =
∑

l ‖H
(2)
l ‖ is the interaction

strength. Here, we use Theorem 11 and Corollary 12 to show that it suffices to take

r = O

d′ 1+p
2 h

1
p

Bt
1+ 1

p

ε
1
p

 = O

(
h

1/p
B t1+1/p

ε1/p

)
(77)

using a pth-order product formula

S (t) = e−itaΥA
∏
l

e−ita(Υ,l)H
(2)
l · · · e−ita1A

∏
l

e−ita(1,l)H
(2)
l . (78)

This improves the analysis of [73] for the first-order formula and extends the result to higher-order
cases. Details can be found in Appendix G.

The hybrid simulator of [73] has runtime 2O(r·cc(g)), where r is the Trotter number and cc(g) is
the contraction complexity of the interaction graph g between the parties. Our improved choice of
r thus provides a dramatic improvement.

4.2 Applications to simulating local observables

In this section, we consider quantum simulation of local observables. Our goal is to simulate the
time evolution A (t) := eitHAe−itH of an observable A, where the support S(A) can be enclosed
in a d-dimensional ball of constant radius x0 on a d-dimensional lattice Λ ⊆ Rd. Throughout this
section, we consider power-law interactions with exponent α > 2d and we assume t ≥ 0.
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Although a local observable can be simulated by simulating the full dynamics as in Section 4.1,
this is not the most efficient approach. Instead, we use product formulas to give an algorithm
whose gate complexity is independent of the system size for a short-time evolution; this complexity
is much smaller than the cost of full simulation. As a byproduct, we prove a Lieb-Robinson-type
bound for power-law Hamiltonians that nearly matches a recent bound of Tran et al. [87].

Locality of time-evolved observables. Our approach is to approximate the evolution A (t) =
eitHAe−itH of the local observable A by eitHlcAe−itHlc , where Hlc is a Hamiltonian supported within
a light cone originating from A at time 0. Although this can be achieved using Lieb-Robinson
bounds [87], we give a direct construction using product formulas.

Without loss of generality, we assume that the Hamiltonian H is supported on an infinite
lattice.3 The idea behind our approach is as follows. We first truncate the original Hamiltonian to
obtain Htrunc. We group the terms of Htrunc into d-dimensional shells based on their distance to the
observable and use a product formula Strunc(t) to approximate the evolution. Unlike in Section 4.1,
we choose a specific ordering of the summands so that the majority of the terms in Strunc(t) can be

commuted through the observable to cancel their counterparts in S †
trunc(t). We define the reduced

product formula Sreduce(t) as in Figure 1 by collecting all the remaining terms in Strunc(t). This
gives an accurate approximation to a short-time evolution. For larger times, we divide the evolution
into r Trotter steps and apply the above approximation within each step. We reverse this procedure
within the light cone to obtain Slc(t), which simulates the desired Hamiltonian Hlc. See Figure 2
for a step-by-step illustration of this approach.

We consider a general observable B and we assume that S(B)—the support of B—is a d-
dimensional ball of radius y0 centered on the origin. We analyze B as opposed to the original
observable A so that our argument not only applies to the first Trotter step, but also to later steps

where A is evolved and its support is expanded. We denote by dist(~i,S(B)) := inf~j∈S(B)

∥∥∥~i−~j∥∥∥
2

the distance between ~i and S(B), by By := {~i ∈ Λ : dist(~i,S(B)) ≤ y} a ball of radius y + y0

centered on S(B), and by ∆Bγ` = Bγ` \ B(γ−1)` the shell containing sites between distance (γ− 1)`
and γ` from S(B), where ` ≥ 1 is a parameter to be chosen later and γ ∈ N is a nonnegative
integer—with the convention that B−` = ∅ so that ∆B0 = B0 = S(B). We illustrate the sets Bγ`
and ∆Bγ` for several values of γ in Figure 1.

Starting from the power-law Hamiltonian H =
∑
~i,~j∈ΛH~i,~j , we group terms based on their

distance to the observable B and define

H1 =
∑
~i,~j∈B`

H~i,~j , (79)

Hγ =
∑

~i,~j∈∆Bγ`

H~i,~j +
∑

~i∈∆B(γ−1)`

~j∈∆Bγ`

H~i,~j for γ = 2, . . . ,Γ− 1, (80)

HΓ =
∑

~i,~j /∈B(Γ−2)`

H~i,~j (81)

with constant Γ to be chosen later. In this construction, all Hγ with even γ commute and all Hγ

with odd γ commute. We consider the truncated Hamiltonian

Htrunc =
Γ∑
γ=1

Hγ (82)

3For Hamiltonians that are supported on finite lattices, we simply add trivial terms supported outside the lattices.
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Figure 1: Demonstration of the second-order product formula for simulating the evolution of an observable
B supported on S(B) = ∆B0. Each rectangle represents a unitary supported on the sites covered by the
width of the rectangle. The evolution unitary e−itH is decomposed using the second-order product formula
into Υ = 2 stages. Each stage is a sequence of Γ = 3 matrix exponentials generated by Hamiltonian terms
supported on parts of the system. Some of these unitaries (red shaded rectangles) can subsequently be

commuted through B in the expression S †trunc(t)BStrunc(t) to cancel out with their Hermitian conjugates.
As a result, the time-evolved version of B can be effectively described by the remaining unitaries (light-gray
rectangles).

instead of H, which incurs a truncation error of

ε1 = O
(∥∥e−itH − e−itHtrunc

∥∥) = O(‖H −Htrunc‖t) = O
(

(y0 + Γ`)d−1t

`α−d−1

)
. (83)

See Appendix H for proof details.
Next, we simulate the evolution e−itHtrunc using the pth-order product formula [See Eq. (15)

and Fig. 1]:

Strunc(t) =
Υ∏
υ=1

Γ∏
γ=1

e−ita(υ,γ)Hπυ(γ) , (84)

where we put additional constraints on the permutation πν :

πυ(1, 2, 3, 4, 5, 6, . . .) =

{
(2, 4, 6, . . . , 1, 3, 5, . . . ), if υ is odd,

(1, 3, 5, . . . , 2, 4, 6, . . . ), if υ is even.
(85)

Such a permutation can be realized using Suzuki’s original construction [84] and taking into account
that [H2k, H2k′ ] = 0 and [H2k+1, H2k′+1] = 0 for all k, k′. Using Theorem 11, we show in Appendix H
that the error of approximating e−itHtrunc by Strunc(t) is

ε2 =
∥∥e−itHtrunc −Strunc(t)

∥∥
= O

 Γ∑
γ1,...,γp+1=1

∥∥[Hγp+1 , . . . , [Hγ2 , Hγ1 ]
]∥∥tp+1

 = O
(

(y0 + Γ`)d−1`tp+1
)
. (86)

Note that the Hamiltonian terms Hγ (for γ ≥ 2) commute with B. Therefore, the exponen-
tials in Strunc(t) corresponding to these terms can be commuted through B to cancel with their
counterparts in Strunc(t)

†. By choosing the constant Γ = Υ + 1, we have

S †
trunc(t)BStrunc(t) = S †

reduce(t)BSreduce(t), (87)
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where

Sreduce(t) =

Υ∏
υ=1

υ∏
γ=1

e
−ita

(υ,π−1
υ (γ))

Hγ
. (88)

We call Sreduce(t) the reduced product formula. This approximates the evolution e−itH of local
observable B with error∥∥∥eitHBe−itH −S †

reduce(t)BSreduce(t)
∥∥∥ ≤ ∥∥eitHBe−itH − eitHtruncBe−itHtrunc

∥∥
+
∥∥∥eitHtruncBe−itHtrunc −S †

trunc(t)BStrunc(t)
∥∥∥

+
∥∥∥S †

trunc(t)BStrunc(t)−S †
reduce(t)BSreduce(t)

∥∥∥
≤ 2‖B‖(ε1 + ε2) + 0

= O
(
‖B‖t(y0 + Γ`)d−1

(
1

`α−d−1
+ `tp

))
.

(89)

The above decomposition is accurate for a short-time evolution. For larger times, we divide
the simulation into r Trotter steps and apply this decomposition within each step. We analyze the
error in a similar way as above, except that B is defined by applying the reduced product formula
to the observable A. Since the spectral norm is invariant under unitary transformations, we have
‖B‖ = ‖A‖ = O(1). Another difference is that the support of the observable is expanded by Γ`
after each Trotter step; i.e., we set y0 to be x0, x0 + Γ`,. . . , and x0 + rΓ`. Using the triangle
inequality, we bound the error of the reduced product formula by

O
(
t(x0 + rΓ`)d−1

(
1

`α−d−1
+ `

tp

rp

))
. (90)

We now apply the above procedure in the reverse direction, but only to Hamiltonian terms
within the light cone, incurring a truncation error at most ε1 and a Trotter error at most ε2. This
replaces Sreduce(t) by Slc(t), the product formula that simulates the Hamiltonian Hlc whose terms
have distance at most rΓ` to the local observable A. See Figure 2 for a step-by-step illustration of
this approach. We analyze the error in a similar way as above, establishing the following result on
evolving local observables.

Proposition 13 (Product-formula decomposition of evolutions of local observables). Let Λ ⊆ Rd
be a d-dimensional square lattice. Let H be a power-law Hamiltonian (66) with exponent α > 2d and
A be an observable with support enclosed in a d-dimensional ball of constant radius x0. Construct
the Hamiltonian Hlc as above using pth-order Υ-stage product formulas Strunc(t), Sreduce(t), and
Slc(t). Then, the support of Hlc has radius x0 + rΓ` and∥∥eitHAe−itH − eitHlcAe−itHlc

∥∥ = O
(
t(x0 + rΓ`)d−1

(
1

`α−d−1
+ `

tp

rp

))
, (91)

where the positive integer ` is a parameter and Γ = Υ + 1 is constant.

Gate complexity of simulating local observables. We now analyze the gate complexity of
simulating local observables using the decomposition in Proposition 13. Assuming the support
S(A) has constant radius x0 = O(1) and Γ = O(1), we simplify the error bound in (91) to∥∥eitHAe−itH − eitHlcAe−itHlc

∥∥ = O
(
t(r`)d−1

(
1

`α−d−1
+
`tp

rp

))
. (92)
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Figure 2: Construction of the Hamiltonian Hlc within the light cone such that eitHAe−itH ≈ eitHlcAe−itHlc .
Each rectangle represents a unitary supported on the sites covered by the width of the rectangle. Specifically,
the rectangle in the top-left panel represents the evolution e−itH that we want to decompose. We divide the
evolution into r steps. Within each step, we truncate the Hamiltonian to Htrunc and decompose its evolution
using a product formula Strunc. We commute certain matrix exponentials in Strunc (represented by red
shaded rectangles) through the observable to cancel their counterpart, obtaining Sreduce in the top-right
panel. We reverse this procedure within the light cone to construct Slc in the bottom-right panel, which
approximates e−itHlc as illustrated in the bottom-left panel.

To minimize the error, we choose the cutoff ` = Θ
((

r
t

) p
α−d
)

, which is larger than 1 provided r ≥ t
(and recall that we assume α > 2d, so in particular, α > d). With this choice of `, the error
becomes

O

trd−1

(
t

r

) p(α−2d)
α−d

 = O

 t
p(α−2d)+α−d

α−d

r
p(α−2d)−(α−d)(d−1)

α−d

. (93)

We then choose an appropriate Trotter number r as detailed in Appendix H and find that

gα = t(1+d α−d
α−2d)(1+ d

α−d)+o(1) (94)

gates suffice to simulate a local observable with constant accuracy. The gate count is independent
of the system size and thus less than the cost of simulating the full dynamics (69) when the system
size is n = Ω

(
td(α−d)/(α−2d)

)
. However, in contrast to the simulation of e−itH where the asymptotic

error scaling is robust against the reordering of Hamiltonian terms, we obtain a smaller error for
simulating A (t) by defining product formulas with a special ordering that preserves the locality of
the simulated system.

Additionally, in the limit α → ∞ which corresponds to nearest-neighbor interactions, we have
the gate count

g∞ = td+1+o(1). (95)
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This has a clear physical intuition: it is (nearly) proportional to the space-time volume td+1 inside
a linear light cone generated by the evolution.

Lieb-Robinson-type bound for power-law Hamiltonians. The Lieb-Robinson bounds—
first derived for nearest-neighbor interactions [58] and subsequently generalized to power-law sys-
tems [21, 36, 37, 43, 70, 71, 81, 87]—have found numerous applications in physics, including de-
signing new algorithms for quantum simulations [38, 87]. They bound the speed at which a local
disturbance spreads in quantum systems. Here, we show that the decomposition of Proposition 13
constructed using product formulas also implies a Lieb-Robinson-type bound for power-law Hamil-
tonians.

The subject of the Lieb-Robinson bounds is usually the commutator norm

C(t, ρ) =
∥∥[eitHAe−itH , B]∥∥, (96)

where A,B are two operators whose supports have distance

dist(S(A),S(B)) = inf
~i∈S(A),~j∈S(B)

∥∥∥~i−~j∥∥∥
2

= ρ (97)

and e−itH is the time evolution unitary generated by a power-law Hamiltonian H. Our above
discussion shows that eitHAe−itH is approximately eitHlcAe−itHlc , which is supported on a ball of

radius x = O(r`) = O
(
r(r/t)

p
α−d
)

centered on S(A). By choosing r = Θ
(
ρ

α−d
α−d+p t

p
α−d+p

)
so that

x < ρ, we make eitHlcAe−itHlc commute with B and therefore C(t, ρ) is small. More precisely,

C(t, r) = O

 t
p(α−2d)+α−d

α−d

r
p(α−2d)−(α−d)(d−1)

α−d

 = O

 t
(p+1)(α−d)
α−d+p

ρ
p(α−2d)−(α−d)(d−1)

α−d+p

 =
tα−d+o(1)

ρα−2d+o(1)
. (98)

Note that we have implicitly assumed that ρ
α−d
α−d+p t

p
α−d+p ≥ 1 so that we can choose r ≥ 1. The

bound implies a light cone t & ρ
α−2d
α−d +o(1), which can be made arbitrarily close to the light cone

t & ρ
α−2d
α−d of the recent bound in Ref. [87] for all values of d.4

4.3 Applications to quantum Monte Carlo simulation

We now apply our result to improving the performance of quantum Monte Carlo simulation. Here,
the goal is to approximate certain properties of the Hamiltonian, such as the partition function,
rather than simulating the full dynamics. We consider two specific systems: the transverse field
Ising model of [17] and the ferromagnetic quantum spin systems of [18]. For both simulations,
the ideal evolution is decomposed using the second-order Suzuki formula and we show that such a
decomposition can be made more efficient using our tightened analysis.

Transverse field Ising model. Consider the following n-qubit transverse field Ising model:

H = −A−B, A =
∑

1≤u<v≤n
ju,vZuZv, B =

∑
1≤u≤n

huXu. (99)

Here, Xu and Zu are Pauli operators acting on the uth qubit, and ju,v ≥ 0 and hu ≥ 0 are
nonnegative coefficients. Define j := max{ju,v, hu} to be the maximum norm of the interactions.
Our goal is to approximate the partition function

Z = Tr
(
e−H

)
(100)

4More recent bounds [21, 56] provide tighter light cones than in Tran et al. [87] for α > 2d+ 1.
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up to a multiplicative error 0 < ε < 1.
Reference [17] solves this problem with an efficient classical algorithm. A key step in their

algorithm is a decomposition of the evolution operator using the second-order Suzuki formula, so
that

Z ′ = Tr
(
e

1
2r
Ae

1
r
Be

1
2r
A
)r

/ (1 + ε)Tr
(
e−H

)
= (1 + ε)Z. (101)

However, their original analysis does not exploit the commutativity relation between A and B, and
can be improved by the techniques developed here.

Note that this is different from the usual setting of digital quantum simulation. Indeed, as the
matrix exponentials in the product formula are no longer unitary, we will introduce an additional
multiplicative factor when we apply Theorem 11. Also, we need to estimate the multiplicative error
as opposed to the additive error of the Trotter decomposition, which is addressed by the following
lemma.

Lemma 14 (Relative perturbation of eigenvalues [31, Theorem 2.1] [48, Theorem 5.4]). Let matrix
C be positive semidefinite and D be nonsingular. Assume that the eigenvalues λi(C) and λi(D

†CD)
are ordered nonincreasingly. Then,

λi(D
†CD) ≤ λi(C)

∥∥∥D†D∥∥∥. (102)

Let A and B be Hermitian matrices and consider the evolution et(A+B) with t ≥ 0. Our goal is
to choose r sufficiently large so that the eigenvalues are approximated as

λi

((
e
t

2r
Ae

t
r
Be

t
2r
A
)r) ≈ λi(et(A+B)

)
(103)

up to a small multiplicative error. We define

U := e
t
r

(A+B),

V := e
t

2r
Ae

t
r
Be

t
2r
A,

W := expT

(∫ t
r

0
dτ e−τ(A+B)

[
e
τ
2
ABe−

τ
2
A −B + e

τ
2
AeτB

A

2
e−τBe−

τ
2
A − A

2

]
eτ(A+B)

)
.

(104)

Then, both U and V are positive-semidefinite operators and we know from Theorem 8 that V =
UW . In Appendix I, we show that

‖W‖ ≤ exp

((
t3

8r3

∥∥[A, [A,B]]∥∥+
t3

12r3

∥∥[B, [B,A]]∥∥)e4 t
r

(‖A‖+‖B‖)
)
. (105)

Our goal is to bound the eigenvalues λi
(
V r
)

in terms of λi
(
U r
)
. This can be done recursively as

follows. We first replace the rightmost V by UW and the leftmost V by W †U . Invoking Lemma 14,
we have

λi
(
V r
)

= λi
(
W †UV r−2UW

)
≤ λi

(
UV r−2U

)
‖W‖2. (106)

By [46, Theorem 1.3.22],
λi
(
UV r−2U

)
= λi

(
V

r
2
−1UUV

r
2
−1
)
. (107)
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We now apply a similar procedure to obtain

λi
(
V

r
2
−1UUV

r
2
−1
)

= λi
(
W †UV

r
2
−2UUV

r
2
−2UW

)
≤ λi

(
UV

r
2
−2UUV

r
2
−2U

)
‖W‖2

= λi
(
V

r
4
−1UUV

r
2
−2UUV

r
4
−1
)
‖W‖2

≤ λi
(
UV

r
4
−2UUV

r
2
−2UUV

r
4
−2U

)
‖W‖4

= λi
(
V

r
4
−1UUV

r
4
−2UUV

r
4
−2UUV

r
4
−1
)
‖W‖4

≤ λi
(
UV

r
4
−2UUV

r
4
−2UUV

r
4
−2UUV

r
4
−2U

)
‖W‖6.

(108)

To ensure that this recursion is valid, we choose r to be a power of 2. Since any positive integer is
between 2m and 2m+1 for some m ≥ 0, this choice only enlarges r by a factor of at most 2. Overall,

λi
(
V r
)
≤ λi

(
U r
)
‖W‖r. (109)

We know that

‖W‖r ≤ exp

((
t3

8r2

∥∥[A, [A,B]]∥∥+
t3

12r2

∥∥[B, [B,A]]∥∥)e4 t
r

(‖A‖+‖B‖)
)
. (110)

We first choose
r ≥ 4t

(
‖A‖+ ‖B‖

)
(111)

so that e4 t
r

(‖A‖+‖B‖) ≤ e < 4. We then set

r ≥ max

{√
t3

ε

∥∥[A, [A,B]]∥∥,√2t3

3ε

∥∥[B, [B,A]]∥∥} (112)

so that both t3

8r2

∥∥[A, [A,B]]∥∥ and t3

12r2

∥∥[B, [B,A]]∥∥ are bounded by ε/8. Therefore, we have
‖W‖r ≤ eε as long as r is a power of 2 satisfying

r ≥ max

{
4t
(
‖A‖+ ‖B‖

)
,

√
t3

ε

∥∥[A, [A,B]]∥∥,√2t3

3ε

∥∥[B, [B,A]]∥∥}, (113)

which implies

Z ′ =
∑
i

λi
(
V r
)
≤
∑
i

λi
(
U r
)
eε ≈ (1 + ε)

∑
i

λi
(
U r
)

= (1 + ε)Z (114)

assuming ε� 1.
Following similar arguments, we can show that this choice of r also gives a lower bound of

Z ′ with Z ′ ' (1 − ε)Z. Indeed, we can bound the eigenvalues λi
(
U r
)

in terms of λi
(
V r
)

using
Lemma 14 and the relation U = VW−1. Using Lemma 4 and the fact that W−1 is the reversal of the
time-ordered exponential W , we have

∥∥W−1
∥∥r ≤ eε as well, giving

∑
i λi
(
U r
)
≤
∑

i λi
(
V r
)
eε. The

lower bound now follows since 1/eε ≈ 1/(1 + ε) ≈ 1− ε for ε� 1. We have therefore approximated
the partition function up to a multiplicative error ε.

We now specialize our result to the transverse field Ising Hamiltonian with t = 1. We find that

‖A‖ = O
(
n2j
)
, ‖B‖ = O(nj),

∥∥[A, [A,B]]∥∥ = O
(
n3j3

)
,
∥∥[B, [B,A]]∥∥ = O

(
n2j3

)
, (115)

which implies

r = O
(
n2j + n3/2j3/2ε−1/2

)
. (116)

34



By [17, p. 17], this gives a fully polynomial randomized approximation scheme (FPRAS) with
running time

Õ
(
n17r14ε−2

)
= Õ

(
n45j14ε−2 + n38j21ε−9

)
, (117)

improving over the previous complexity of

Õ
(
n59j21ε−9

)
. (118)

Quantum ferromagnets. We now apply our technique to improve the Monte Carlo simulation of
ferromagnetic quantum spin systems [18]. Such systems are described by the n-qubit Hamiltonian

H =
∑

1≤u<v≤n

(
−buvXuXv + cuvYuYv

)
+

n∑
u=1

du
(
I + Zu

)
, (119)

where 0 ≤ buv ≤ 1, −buv ≤ cuv ≤ buv, and −1 ≤ duv ≤ 1. It will be convenient to rewrite these
Hamiltonians using the coefficients puv = (buv − cuv)/2 and quv = (buv + cuv)/2 as

H =
∑

1≤u<v≤n
puv
(
−XuXv − YuYv

)
+

∑
1≤u<v≤n

quv
(
−XuXv + YuYv

)
+

n∑
u=1

du
(
I + Zu

)
. (120)

Since |cuv| ≤ buv ≤ 1, we have puv, quv ∈ [0, 1].
Our goal is to approximate the partition function

Z(β,H) = Tr
[
e−βH

]
(121)

for β > 0. Following the setting of [18], we restrict ourselves to the n-qubit matchgate set{
fu
(
e±t
)
, guv(t), huv(t)

∣∣∣∣ u, v = 1, . . . , n, u 6= v, 0 < t <
1

2

}
, (122)

where

f
(
e±t
)

=

[
e±t 0
0 1

]
, g(t) =


1 + t2 0 0 t

0 1 0 0
0 0 1 0
t 0 0 1

, h(t) =


1 0 0 0
0 1 + t2 t 0
0 t 1 0
0 0 0 1

 (123)

and the subscripts u, v indicate the qubits on which the gates act nontrivially. The motivations
for using these gates can be found in [18] which we do not repeat here. These gates approximately
implement the exponential of the Hamiltonian terms in the sense that

fu
(
e±t
)

= e±
t
2

(I+Zu), guv(t) = e−
t
2

(−XuXv+YuYv)+O(t2), huv(t) = e−
t
2

(−XuXv−YuYv)+O(t2).
(124)

We divide the evolution into r steps and apply the second-order Suzuki formula within each
step, obtaining

e−
β
r
H ≈

∏
1≤u≤n

e−
β
2r
du(I+Zu)

∏
1≤u<v≤n

e−
β
2r
quv(−XuXv+YuYv)

∏
1≤u<v≤n

e−
β
2r
puv(−XuXv−YuYv)

·
∏

1≤u<v≤n
e−

β
2r
puv(−XuXv−YuYv)

∏
1≤u<v≤n

e−
β
2r
quv(−XuXv+YuYv)

∏
1≤u≤n

e−
β
2r
du(I+Zu)

≈
∏

1≤u≤n
fu
(
e−

β
r
du
) ∏

1≤u<v≤n
guv

(
β

r
quv

) ∏
1≤u<v≤n

huv

(
β

r
puv

)
·

∏
1≤u<v≤n

huv

(
β

r
puv

) ∏
1≤u<v≤n

guv

(
β

r
quv

) ∏
1≤u≤n

fu
(
e−

β
r
du
)
.

(125)
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Here, we have two sources of error: the Trotter error and the error from using the gate set (122).
We choose

r > 2β, (126)

so that we can implement the product formula using gates from (122) with parameters

− 1

2
< −β

r
du <

1

2
, 0 <

β

r
quv <

1

2
, 0 <

β

r
puv <

1

2
. (127)

In Appendix I, we use the interaction picture (Lemma 2) to show that∏
1≤u≤n

fu
(
e−

β
r
du
) ∏

1≤u<v≤n
guv

(
β

r
quv

) ∏
1≤u<v≤n

huv

(
β

r
puv

)
·

∏
1≤u<v≤n

huv

(
β

r
puv

) ∏
1≤u<v≤n

guv

(
β

r
quv

) ∏
1≤u≤n

fu
(
e−

β
r
du
)

= e−
β
r
HU,

(128)

where the operator U has spectral norm bounded by

‖U‖ ≤ exp

(
2n2β2

r2
e

4n2β
r +

cn4β3

r3
e

12n2β
r

)
(129)

for some constant c > 0. The remaining analysis proceeds in a similar way as that of the transverse
field Ising model. We find that each eigenvalue of[ ∏

1≤u≤n
fu
(
e−

β
r
du
) ∏

1≤u<v≤n
guv

(
β

r
quv

) ∏
1≤u<v≤n

huv

(
β

r
puv

)

·
∏

1≤u<v≤n
huv

(
β

r
puv

) ∏
1≤u<v≤n

guv

(
β

r
quv

) ∏
1≤u≤n

fu
(
e−

β
r
du
)]r (130)

approximates the corresponding eigenvalue of the ideal evolution e−βH with a multiplicative factor

‖U‖r ≤ exp

(
2n2β2

r
e

4n2β
r +

cn4β3

r2
e

12n2β
r

)
. (131)

We first set
r ≥ 24n2β, (132)

so that

‖U‖r ≤ exp

(
4n2β2

r
+

2cn4β3

r2

)
. (133)

We then choose

r ≥ max

{
8n2β2

ε
,
2
√
cn2β3/2

ε1/2

}
(134)

to ensure that the multiplicative error is at most ε. By (126), (132), and (134),

r = O
(
n2dβe2

ε

)
, (135)
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which gives the total gate complexity [18, Supplementary p. 7]

j := 4n2r = O
(

(1 + β2)n4

ε

)
. (136)

The result of [18, Theorem 2] gave a Monte Carlo simulation algorithm for the ferromagnetic
quantum spin systems. To improve that result, we also need to estimate the error of partial sequence
of the product formula as in [18, Eq. (13)]. This can be done in a similar way as our above analysis.
The resulting randomized approximation scheme has runtime

Õ
(
j23

ε2

)
= Õ

(
n92(1 + β46)

ε25

)
, (137)

which improves the runtime of the original Bravyi-Gosset algorithm

Õ
(
n115(1 + β46)

ε25

)
. (138)

5 Error bounds with small prefactors

We now derive Trotter error bounds with small prefactors. These bounds complement the above
asymptotic analysis and can be used to optimize near-term implementations of quantum simulation.
In Section 5.1, we show that our analysis reproduces previous tight error bounds for the first- and
second-order formulas [29, 47, 49]. We then give numerical evidence in Section 5.2 showing that
our higher-order bounds are close to tight for certain nearest-neighbor interactions and power-law
Hamiltonians. Throughout this section, we let H be Hermitian, t ∈ R, and we decompose the
real-time evolution e−itH .

5.1 First- and second-order error bounds

We derive error bounds for the first-order Lie-Trotter formula and second-order Suzuki formula
following the idea of [52, 83]. In this approach, we first analyze the Trotter error of decomposing the
evolution of a two-term Hamiltonian. We then bootstrap the result to analyze general Hamiltonians
with an arbitrary number of operator summands. The resulting bounds are nearly tight because
they match the lowest-order term of the BCH expansion up to an application of the triangle
inequality [29, 47, 52, 83, 90].

Let H = A + B be a two-term Hamiltonian. The evolution under H for time t ≥ 0 is given
by e−itH = e−it(A+B), which we decompose using the first-order Lie-Trotter formula S1(t) =
e−itBe−itA. We first construct the differential equation

d

dt
S1(t) = −iHS1(t) + e−itB

(
eitBiAe−itB − iA

)
e−itA (139)

with initial condition S1(0) = I. Using the variation-of-parameters formula (Lemma 1),

S1(t) = e−itH +

∫ t

0
dτ1 e

−i(t−τ1)He−iτ1B
(
eiτ1BiAe−iτ1B − iA

)
e−iτ1A. (140)

Using Theorem 9 or by direct calculation, we find the order condition eiτ1BiAe−iτ1B − iA = O(τ1),
which implies

eiτ1BiAe−iτ1B − iA =

∫ τ1

0
dτ2 e

iτ2B
[
iB, iA

]
e−iτ2B. (141)
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Altogether, we have the representation

S1(t) = e−itH +

∫ t

0
dτ1

∫ τ1

0
dτ2 e

−i(t−τ1)He−iτ1Beiτ2B
[
iB, iA

]
e−iτ2Be−iτ1A (142)

and the error bound for t ≥ 0 ∥∥S1(t)− e−itH
∥∥ ≤ t2

2
‖[B,A]‖. (143)

We bootstrap this bound to analyze a general Hamiltonian H =
∑Γ

γ Hγ . By the triangle inequality,∥∥∥∥∥∥
Γ∏
γ=1

e−itHγ − e−it
∑Γ
γ=1 Hγ

∥∥∥∥∥∥ ≤
Γ∑

γ1=1

∥∥∥∥∥∥e−it
∑Γ
γ2=γ1+1Hγ2

γ1∏
γ2=1

e−itHγ2 − e−it
∑Γ
γ2=γ1

Hγ2

γ1−1∏
γ2=1

e−itHγ2

∥∥∥∥∥∥
=

Γ∑
γ1=1

∥∥∥e−it∑Γ
γ2=γ1+1 Hγ2e−itHγ1 − e−it

∑Γ
γ2=γ1

Hγ2

∥∥∥
≤ t2

2

Γ∑
γ1=1

∥∥∥∥∥∥
[ Γ∑
γ2=γ1+1

Hγ2 , Hγ1

]∥∥∥∥∥∥.
(144)

We have thus obtained:

Proposition 15 (Tight error bound for the first-order Lie-Trotter formula). Let H =
∑Γ

γ=1Hγ

be a Hamiltonian consisting of Γ summands and t ≥ 0. Let S1(t) =
∏Γ
γ=1 e

−itHγ be the first-order
Lie-Trotter formula. Then, the additive Trotter error can be bounded as

∥∥S1(t)− e−itH
∥∥ ≤ t2

2

Γ∑
γ1=1

∥∥∥∥∥∥
[ Γ∑
γ2=γ1+1

Hγ2 , Hγ1

]∥∥∥∥∥∥. (145)

A generalization of this analysis gives an error bound for the second-order Suzuki formula with
a small prefactor. For the two-term case, our goal is to decompose the evolution e−itH = e−it(A+B)

using the product formula S2(t) = e−i
t
2
Ae−itBe−i

t
2
A. Using the variation-of-parameters formula

(Lemma 1), we have

S2(t) = e−itH +

∫ t

0
dτ1 e

−i(t−τ1)He−i
τ1
2
AT2(τ1)e−iτ1Be−i

τ1
2
A, (146)

where

T2(τ1) = e−iτ1B
(
− iA

2

)
eiτ1B + i

A

2
+ ei

τ1
2
A
(
iB
)
e−i

τ1
2
A − iB. (147)

By Theorem 9 or a direct calculation, we find the order condition T2(τ1) = O
(
τ2

1

)
, which implies

T2(τ1) =

∫ τ1

0
dτ2

∫ τ2

0
dτ3

(
e−iτ3B

[
−iB,

[
−iB,−iA

2

]]
eiτ3B+ei

τ3
2
A

[
i
A

2
,

[
i
A

2
, iB

]]
e−i

τ3
2
A

)
. (148)

Altogether, we have the representation

S2(t) = e−itH +

∫ t

0
dτ1

∫ τ1

0
dτ2

∫ τ2

0
dτ3 e

−i(t−τ1)He−i
τ1
2
A

·
(
e−iτ3B

[
− iB,

[
− iB,−iA

2

]]
eiτ3B + ei

τ3
2
A

[
i
A

2
,

[
i
A

2
, iB

]]
e−i

τ3
2
A

)
e−iτ1Be−i

τ1
2
A,

(149)
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and the error bound for t ≥ 0

∥∥S2(t)− e−itH
∥∥ ≤ t3

12
‖[B, [B,A]]‖+

t3

24
‖[A, [A,B]]‖. (150)

For a general Hamiltonian H =
∑Γ

γ=1Hγ , we apply the triangle inequality to get∥∥∥∥∥∥
1∏

γ=Γ

e−i
t
2
Hγ

Γ∏
γ=1

e−i
t
2
Hγ − e−it

∑Γ
γ=1 Hγ

∥∥∥∥∥∥ ≤
Γ∑

γ1=1

∥∥∥∥ 1∏
γ2=γ1

e−i
t
2
Hγ2 · e−it

∑Γ
γ2=γ1+1Hγ2 ·

γ1∏
γ2=1

e−i
t
2
Hγ2

−
1∏

γ2=γ1−1

e−i
t
2
Hγ2 · e−it

∑Γ
γ2=γ1

Hγ2 ·
γ1−1∏
γ2=1

e−i
t
2
Hγ2

∥∥∥∥
=

Γ∑
γ1=1

∥∥∥e−i t2Hγ1e
−it

∑Γ
γ2=γ1+1Hγ2e−i

t
2
Hγ1 − e−it

∑Γ
γ2=γ1

Hγ2

∥∥∥
≤ t3

12

Γ∑
γ1=1

∥∥∥∥∥∥
[ Γ∑
γ3=γ1+1

Hγ3 ,

[ Γ∑
γ2=γ1+1

Hγ2 , Hγ1

]]∥∥∥∥∥∥
+
t3

24

Γ∑
γ1=1

∥∥∥∥∥∥
[
Hγ1 ,

[
Hγ1 ,

Γ∑
γ2=γ1+1

Hγ2

]]∥∥∥∥∥∥.
(151)

Proposition 16 (Tight error bound for the second-order Suzuki formula). Let H =
∑Γ

γ=1Hγ be

a Hamiltonian consisting of Γ summands and t ≥ 0. Let S2(t) =
∏1
γ=Γ e

−i t
2
Hγ
∏Γ
γ=1 e

−i t
2
Hγ be the

second-order Suzuki formula. Then, the additive Trotter error can be bounded as

∥∥S2(t)− e−itH
∥∥ ≤ t3

12

Γ∑
γ1=1

∥∥∥∥∥∥
[ Γ∑
γ3=γ1+1

Hγ3 ,

[ Γ∑
γ2=γ1+1

Hγ2 , Hγ1

]]∥∥∥∥∥∥
+
t3

24

Γ∑
γ1=1

∥∥∥∥∥∥
[
Hγ1 ,

[
Hγ1 ,

Γ∑
γ2=γ1+1

Hγ2

]]∥∥∥∥∥∥.
(152)

5.2 Higher-order error bounds

We now consider error bounds for higher-order product formulas. Compared to the first- and
second-order cases, these formulas are harder to analyze due to their more complicated definitions.
Nevertheless, higher-order formulas have better asymptotic scaling and can be surprisingly efficient
even for simulating small systems, as observed in [23].

We have analyzed the error of higher-order product formulas in Section 3. That analysis is
sufficient to establish the commutator scaling in Theorem 11, but the resulting bounds have large
prefactors. Here, we propose heuristic strategies to tighten the analysis and numerically bench-
mark our bounds for nearest-neighbor and power-law Hamiltonians. Our heuristics are specified in
Appendix J.

Although we do not have a rigorous proof of the tightness of our higher-order bounds, numerical
evidence suggests that they are close to tight for various systems. We first consider simulating a
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one-dimensional Heisenberg model with a random magnetic field

H =
n−1∑
j=1

(
XjXj+1 + YjYj+1 + ZjZj+1 + hjZj

)
(153)

with coefficients hj ∈ [−1, 1] chosen uniformly at random, where Xj , Yj , and Zj are Pauli operators
acting on the jth qubit. This system can be simulated to understand the transition between the
many-body localized phase and the thermalized phase in condensed matter physics, although a
classical simulation is only feasible when the system size is small [65].

We classify the summands of the Hamiltonian into two groups and set

A =

bn
2
c∑

j=1

(
X2j−1X2j + Y2j−1Y2j + Z2j−1Z2j + h2j−1Z2j−1

)
,

B =

dn
2
e−1∑
j=1

(
X2jX2j+1 + Y2jY2j+1 + Z2jZ2j+1 + h2jZ2j

)
.

(154)

Here, all the summands in A (and B) commute with each other, so we can further decompose
exponentials like e−itakA (and e−itbkB) without introducing error, giving a product formula with
summands ordered in an even-odd pattern [25]. We also consider grouping Hamiltonian summands
as

H1 =

n−1∑
j=1

XjXj+1, H2 =

n−1∑
j=1

YjYj+1, H3 =

n−1∑
j=1

(
ZjZj+1 + hjZj

)
, (155)

which we call the X-Y-Z ordering [23]. Similar to the even-odd ordering, the summands in H1,
H2, and H3 commute with each other respectively, so the corresponding exponentials can also be
decomposed without error. Note that our asymptotic bounds in Theorem 11 and Corollary 12 hold
irrespective of the ordering of Hamiltonian summands, but the prefactors will depend on the choice
of ordering. Our choice here maximizes the commutativity of the Hamiltonian.

Up to a difference on the boundary condition, Ref. [23] estimates the resource requirements
of simulating the Heisenberg model using various quantum algorithms. They find that product
formulas, especially the fourth-order and the sixth-order formulas, can outperform more recent
quantum algorithms for simulating small instances of (153), although their best Trotter error bound
is loose by several orders of magnitude. This is alleviated in [25], which gives a fourth-order
bound that overestimates the gate complexity by about a factor of 17. For a fair comparison,
we numerically implement our approach to analyze the fourth-order formula S4(t) as well; see
Appendix J for detailed derivations.

For the even-odd ordering, we need to compute all the nested commutators of A and B. We
do this by fixing one term X2j−1X2j + Y2j−1Y2j + Z2j−1Z2j + h2j−1Z2j−1 of A in the innermost
layer and simplifying all the outer terms using geometrical locality. We then apply the triangle
inequality to analyze the summation of terms over j = 1, . . . , bn2 c. We use a similar approach to
analyze the X-Y-Z ordering. This computes our error bounds for small t. To simulate for a longer
time, we divide the evolution into r Trotter steps and apply our bounds within each step. We seek
the smallest Trotter number r for which the estimated error is at most some desired ε. This can
be efficiently computed using a binary search as described in [23].

We compare our improved analysis with the best previous bounds [23, 25] for simulating the
Heisenberg model (153). Specifically, we consider the so-called analytic bound [23, Proposition
F.4], which applies to both the even-odd and the X-Y-Z ordering. The commutator bound of [23,
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Figure 3: Comparison of r for the Heisenberg model using the analytic bound [23, Proposition F.4], com-
mutator bound [23, Theorem F.11], locality-based bound [25, Supplementary Material IV B], and our new
bounds Proposition J.1 and Proposition J.2. Error bars are omitted as they are negligibly small on the plot.
Straight lines show power-law fits to the data. Note that the exponent for the empirical data is based on
brute-force simulations of small systems, and thus may not precisely capture the true asymptotic scaling due
to finite-size effects.

Theorem F.11] offers a slight improvement over the analytic bound, but its numerical implemen-
tation requires extensive classical computations and so we only compare the existing result for the
X-Y-Z ordering. Likewise, we compare the locality-based bound of [25, Supplementary Material
IV B] only for the even-odd case, although it can exploit the geometrical locality of the X-Y-Z
ordering as well.

To understand how tight our bounds are, we also include the empirical Trotter number by
directly computing the error

∥∥(S4(t/r)
)r − e−itH∥∥ for n = 4, . . . , 12 and extrapolating the results

to larger systems. We choose the evolution time t = n and set the simulation accuracy ε = 10−3

as in [23] and [25]. For each system size, we generate five instances of Hamiltonians with random
coefficients. Our results are plotted in Figure 3.

We find that the asymptotic scaling of our new bounds matches that of the empirical result
up to finite-size effects and the prefactors are significantly tightened. At n = 10, the Trotter
number predicted by our bounds is loose only by a factor of 5.1 for the even-odd ordering of terms
and 7.2 for the X-Y-Z ordering. In comparison, the commutator bound of [23] only exploits the
commutativity of the lowest-order term of the BCH series and is bottlenecked by the use of tail
bounds. The previous bound [25] based on geometrical locality is also uncompetitive since it cannot
directly leverage the nested commutators of the Hamiltonian terms.

In addition to nearest-neighbor interactions, we also consider the simulation of a one-dimensional
Heisenberg with power-law interactions:

H =

n−1∑
j=1

n∑
k=j+1

1

|j − k|α
(XjXk + YjYk + ZjZk) +

n−1∑
j=1

hjZj , (156)

where hj are again chosen randomly in [−1, 1] and α ≥ 0 is a constant. Similarly to the case of
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nearest-neighbor interactions, we use the fourth-order product formula with X-Y-Z ordering

H1 =
n−1∑
j=1

n∑
k=j+1

1

|j − k|α
XjXk,

H2 =
n−1∑
j=1

n∑
k=j+1

1

|j − k|α
YjYk,

H3 =

n−1∑
j=1

n∑
k=j+1

(
1

|j − k|α
ZjZk + hjZj

)
(157)

and compare the empirical Trotter number against that predicted by the best previous bound
(Lemma 6) and our new bound for simulating (156) for time t = n with accuracy ε = 10−3. We
consider different values of α, ranging from α = 0 (strong power-law interactions) to α = 4 (rapidly
decaying power-law interactions). We note that for α > 2, we simulate the evolution using the
truncation algorithm [with the asymptotic gate complexity given by Eq. (71)], whereas for α ≤ 2,
we simply simulate the entire Hamiltonian [with the asymptotic gate complexity in Eq. (69)].

At n = 10, the empirical Trotter numbers are 552± 45 (α = 0) and 129± 6 (α = 4), where the
standard deviation is obtained by averaging over five instances of the random field hj . Meanwhile,
our bound gives 5609± 3 (α = 0) and 885± 32 (α = 4)—about 10.2 and 6.9 times looser compared
to the empirical values respectively. Our bound for power-law interactions with small α performs
slightly worse than for the nearest-neighbor interactions, partly due to the fact that the triangle
inequality is invoked more often for the power-law interactions.

We note that the number of interaction terms in a long-range interacting Hamiltonian scales as
n2, making it difficult to compute our bound exactly at large n. Instead, we further upper bound
the norm of the nested commutator using triangle inequalities and estimate this upper bound using
a counting argument similarly to Eq. (69). In Figure 4, we plot the empirical Trotter numbers
against this counting bound for different values of n at α = 0 and α = 4. The figure shows that
even our counting bound is tighter than the previous estimates at both values of α. We leave a
thorough study of the efficient numerical implementation of our bound as a subject for future work.

In addition, we plot in Figure 5 the scaling exponents of the Trotter numbers as functions of n
at different values of α ∈ [0, 4]. While the scaling exponent of the analytic bound in Ref. [23] is loose
and independent of α, our bound appears to correctly capture the scaling of Trotter number at all
values of α. In particular, it shows that the scaling exponent decreases with α—indicating fewer
resources needed to simulate faster decaying interactions—and approaches the value for simulating
nearest-neighbor interactions at large α.

6 Discussion

We have developed a general theory of Trotter error and identified a host of applications to simu-
lating quantum dynamics, local observables, and quantum Monte Carlo methods. We work with
arbitrary finite-dimensional operators as opposed to anti-Hermitian ones, which makes our theory
applicable to both real- and imaginary-time evolutions. We consider Trotter error of various types,
including additive error, multiplicative error, and error that appears in the exponent. For each
type, we apply the correct order condition to cancel lower-order terms, and represent higher-order
ones as explicit nested commutators. The list of applications presented herein is not intended to
be exhaustive and we believe our techniques can uncover more speedups of the product-formula
algorithm that were previously unknown [78, 93].
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Figure 4: Comparison of r for the power-law Heisenberg model using the analytic bound [23, Proposition
F.4], 1-norm bound Lemma 6, a bound from counting argument (69), and our bound Proposition J.2. Error
bars are omitted as they are negligibly small on the plot. Straight lines show power-law fits to the data.
Note that the exponent for the empirical data is based on brute-force simulations of small systems, and thus
may not precisely capture the true asymptotic scaling due to finite-size effects.

Compared to the analysis of other simulation algorithms such as the truncated Taylor-series
algorithm [12] and the qubitization approach [62], the derivation of our Trotter error theory is
considerably more involved. However, the resulting error bounds are succinct and easy to evaluate.
Theorem 11 shows that Trotter error incurred by decomposing the evolution generated by H =∑Γ

γ=1Hγ depends asymptotically on the quantity α̃comm =
∑

γ1,γ2,...,γp+1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ1

]]∥∥,
which can be computed by induction as for the second-quantized plane-wave electronic structure,
k-local Hamiltonians, rapidly decaying interacted systems, clustered Hamiltonians, transverse field
Ising model, and quantum ferromagnetic spin systems. We further show how to improve the analysis
to find error bounds with small constant prefactors. Numerical simulation suggests that our higher-
order error bounds are close to tight for systems with nearest-neighbor and power-law interactions,
and we hope future work can explore their tightness for other systems.

Our result shows that high-order product formulas can be advantageous for simulating many
physical systems. Interestingly, we can often achieve this advantage without using a formula of very
large order. For d-dimensional power-law interactions with exponent α > 2d, we have shown that
the pth-order product-formula algorithm has gate complexity O

(
(nt)1+d/(α−d)+1/p

)
, whereas the

state-of-the-art Lieb-Robinson-based approach requires Õ
(
(nt)1+2d/(α−d)

)
gates. Product formulas

can thus scale better if p ≥ (α − d)/d, which is small for various physical systems such as the
dipole-dipole interactions (α = 3) and the van der Waals interactions (α = 6). For other systems
such as nearest-neighbor interactions and electronic-structure Hamiltonians, product formulas do
not exactly match the state-of-the-art result in terms of the asymptotic scaling, but they are still
advantageous for simulating systems of small sizes [23, 52].

The complexity of the product-formula approach is determined by both the Trotter number
(or Trotter error) and the cost per Trotter step. A naive implementation of each Trotter step
exponentiates all the terms in the Hamiltonian, which has a cost that scales with the total number of
terms. However, this worst-case complexity can be avoided by truncating the original Hamiltonian,
as we have demonstrated in the simulation of rapidly decaying power-law Hamiltonians. Recent
studies have proposed other techniques for implementing Trotter steps [3, 28, 52, 53, 90]. Those
techniques can be applied in combination with our Trotter error analysis to further speed up the
product-formula algorithm.
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Figure 5: Comparison of the empirical scaling exponents of the Trotter numbers (purple squares) against
our bound (green squares) as functions of the system size at different values of the power-law exponent α.
The error bars of the empirical values represent the standard deviation of the fitted exponents (See Figure 4)
over five instances of the random field hj . The bound is derived from the counting argument in Eq. (64)
and therefore has no standard deviation. We attribute the systematic difference between our bound and the
empirical values to the fact that we only compute the empirical Trotter numbers up to n = 11, which may
not capture the precise asymptotic scaling in the large-n limit. We also include the scaling exponent of the
analytic bound in Ref. [23] (red dash-dotted line) as well as the theoretical exponent in the limit α → ∞,
i.e. nearest-neighbor interactions (blue dashed line), for references.

We have restricted our attention to the evolutions generated by time-independent operators.
In the more general case, we have an operator-valued function H (τ) =

∑Γ
γ=1 Hγ(τ) and our goal

is to simulate the time-ordered evolution expT
( ∫ t

0 dτ
∑Γ

γ=1 Hγ(τ)
)

[11, 12, 14, 51, 64, 75, 92].
Under certain smoothness assumptions, Reference [92] shows that this evolution can be simulated
using product formulas, although their analysis does not exploit the commutativity of operator
summands. We believe our approach can be extended to give improved analysis for time-dependent
Hamiltonian simulation, but we leave a detailed study for future work [2].

Previous work considered several generalized product formulas, such as ones based on the divide-
and-conquer construction [39], the randomized construction [24, 72], and the linear-combination-
of-unitaries construction [27, 32, 63]. The common underlying idea is to approximate the ideal
evolution to pth order using formulas of order qk, where qk ≤ p. Our theory can be applied to
represent the qkth-order Trotter error in terms of nested commutators, thus improving the analyses
of [24, 27, 32, 39, 63, 72]. This leads to a better understanding of these generalized formulas and
justifies their potential utility in quantum simulation.

Several other questions related to our theory deserve further investigation. For example, the
spectral-norm error bound computed here would be overly pessimistic if we simulate with a low-
energy initial state. It would then be beneficial to change the error metric to avoid the worst-
case error propagation [2, 77, 82]. Our analysis has also assumed an operator decomposition
H =

∑Γ
γ=1Hγ given a prior, but one may instead seek an alternative decomposition to maximize

the commutativity of operator summands. We focus on the error analysis within each Trotter step
and apply the triangle inequality across different steps, which may be improved upon as hinted in
[41, 45, 79, 88]. Finally, we have considered an idealized setting, and we hope future work could
take the effect of noise into account [67].
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Product formulas provide arguably the most straightforward approach to simulating quantum
systems. This approach is empirically advantageous and is often the method of choice for near-
term demonstration of quantum simulation. Despite their experimental success, the error scaling
of product formulas was poorly understood and, prior to our work, their advantage was only
rigorously analyzed for a restricted collection of systems. The theory developed here represents
progress toward a precise characterization of Trotter error, which we hope will bridge the gap
between theoretical investigation and experimental realization of quantum simulation.
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A Error types

In this appendix, we consider different types of Trotter error for a general product formula intro-
duced in Section 3.2. In particular, we will prove Theorem 8 that gives explicit expressions for three
types of Trotter error: the additive error, the multiplicative error, and the error that appears in the
exponent of a time-ordered exponential. These types are equivalent for analyzing the complexity
of simulating quantum dynamics and local observables, but the latter two are more versatile for
quantum Monte Carlo simulation.

Let H =
∑Γ

γ=1Hγ be an operator with Γ summands. We decompose the evolution etH =

et
∑Γ
γ=1Hγ using a general product formula S (t) =

∏Υ
υ=1

∏Γ
γ=1 e

ta(υ,γ)Hπυ(γ) . We impose the lexico-
graphical order on the tuples (υ, γ) as in Section 3.2, so that

S (t) =
←−∏

(υ,γ)

eta(υ,γ)Hπυ(γ) . (158)

To compute the additive error, we construct the differential equation

d

dt
S (t) = HS (t) + R(t), (159)
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with initial condition S (0) = I, where

R(t) :=
∑
(υ,γ)

←−∏
(υ′,γ′)�(υ,γ)

e
ta(υ′,γ′)Hπυ′ (γ

′)
(
a(υ,γ)Hπυ(γ)

) ←−∏
(υ′,γ′)�(υ,γ)

e
ta(υ′,γ′)Hπυ′ (γ

′)

−H
←−∏

(υ′,γ′)

e
ta(υ′,γ′)Hπυ′ (γ

′) .

(160)

By the variation-of-parameters formula (Lemma 1), S (t)− etH =
∫ t

0 dτ e(t−τ)HR(τ), so we obtain
the additive error

A (t) :=

∫ t

0
dτ e(t−τ)HR(τ). (161)

This suffices if our purpose is to only compute the additive error operator. However, for the later
discussion in Appendix C, it is convenient to further rewrite

A (t) =

∫ t

0
dτ e(t−τ)HS (τ)T (τ), (162)

where

T (τ) :=
∑
(υ,γ)

−→∏
(υ′,γ′)≺(υ,γ)

e
−τa(υ′,γ′)Hπυ′ (γ

′)
(
a(υ,γ)Hπυ(γ)

) ←−∏
(υ′,γ′)≺(υ,γ)

e
τa(υ′,γ′)Hπυ′ (γ

′)

−
−→∏

(υ′,γ′)

e
−τa(υ′,γ′)Hπυ′ (γ

′)H
←−∏

(υ′,γ′)

e
τa(υ′,γ′)Hπυ′ (γ

′) .

(163)

Note that we have rewritten part of the error operator as a linear combination of conjugation of
matrix exponentials. In Appendix C, we apply the correct order condition to further represent it
as nested commutators of the operator summands Hγ .

For the exponentiated type of Trotter error, we aim to construct an operator-valued function
E (t) such that

S (t) = expT

(∫ t

0
dτ
(
H + E (τ)

))
. (164)

To do this, we differentiate the product formula S (t) and obtain

d

dt
S (t) =

∑
(υ,γ)

←−∏
(υ′,γ′)�(υ,γ)

e
ta(υ′,γ′)Hπυ′ (γ

′)
(
a(υ,γ)Hπυ(γ)

) ←−∏
(υ′,γ′)�(υ,γ)

e
ta(υ′,γ′)Hπυ′ (γ

′)

= F (t)S (t),

(165)

where

F (t) :=
∑
(υ,γ)

←−∏
(υ′,γ′)�(υ,γ)

e
ta(υ′,γ′)Hπυ′ (γ

′)
(
a(υ,γ)Hπυ(γ)

) −→∏
(υ′,γ′)�(υ,γ)

e
−ta(υ′,γ′)Hπυ′ (γ

′) . (166)

Applying the fundamental theorem of time-ordered evolution (Lemma 3), we have

S (t) = expT

(∫ t

0
dτ F (τ)

)
, (167)
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which gives the exponentiated error

E (t) := F (t)−H. (168)

From the exponentiated type of Trotter error, we can obtain the multiplicative error by switching
to the interaction picture. Specifically, we apply Lemma 2 and get

S (t) = expT

(∫ t

0
dτ
(
H + E (τ)

))
= etH expT

(∫ t

0
dτ e−τHE (τ)eτH

)
. (169)

Then, the operator-valued function

M (t) := expT

(∫ t

0
dτ e−τHE (τ)eτH

)
− I (170)

is the multiplicative error of the product formula. We have thus established Theorem 8, which we
restate below.

Theorem 8 (Types of Trotter error). Let H =
∑Γ

γ=1Hγ be an operator with Γ summands. The

evolution under H for time t ∈ R is given by etH = et
∑Γ
γ=1Hγ , which we decompose using the

product formula S (t) =
∏Υ
υ=1

∏Γ
γ=1 e

ta(υ,γ)Hπυ(γ). Then,

1. Trotter error can be expressed in the additive form S (t) = etH +
∫ t

0 dτ e(t−τ)HS (τ)T (τ),
where

T (τ) =
∑
(υ,γ)

−→∏
(υ′,γ′)≺(υ,γ)

e
−τa(υ′,γ′)Hπυ′ (γ

′)
(
a(υ,γ)Hπυ(γ)

) ←−∏
(υ′,γ′)≺(υ,γ)

e
τa(υ′,γ′)Hπυ′ (γ

′)

−
−→∏

(υ′,γ′)

e
−τa(υ′,γ′)Hπυ′ (γ

′)H
←−∏

(υ′,γ′)

e
τa(υ′,γ′)Hπυ′ (γ

′) ;

(32)

2. Trotter error can be expressed in the exponentiated form S (t) = expT
( ∫ t

0 dτ
(
H + E (τ)

))
,

where

E (τ) =
∑
(υ,γ)

←−∏
(υ′,γ′)�(υ,γ)

e
τa(υ′,γ′)Hπυ′ (γ

′)
(
a(υ,γ)Hπυ(γ)

) −→∏
(υ′,γ′)�(υ,γ)

e
−τa(υ′,γ′)Hπυ′ (γ

′) −H; (33)

3. Trotter error can be expressed in the multiplicative form S (t) = etH(I + M (t)), where

M (t) = expT

(∫ t

0
dτ e−τHE (τ)eτH

)
− I (34)

with E (τ) as above.

B Order conditions

In this appendix, we continue the discussion in Section 3.3 about order conditions of Trotter error.
We show how to use these conditions to cancel low-order terms of the Taylor series. Toward the end
of this section, we establish Theorem 9 that gives order conditions for the additive, multiplicative,
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and exponentiated Trotter error. We apply these conditions to prove the main result on the
commutator scaling of Trotter error.

Recall from Section 3.3 that the order condition of an operator-valued function F (τ) represents
the rate at which F (τ) approaches zero when τ → 0. Formally, given a continuous operator-valued
function F (τ) defined on R, we write F (τ) = O(τp) with nonnegative integer p if there exist
constants c, t0 > 0, independent of τ , such that ‖F (τ)‖ ≤ c|τ |p whenever |τ | ≤ t0. To verify this,
it suffices to check that the limit

lim
τ→0

‖F (τ)‖
|τ |p

(171)

exists.
As aforementioned, our approach uses the order condition F (τ) = O(τp) to argue that terms

with order 1, τ, . . . , τp−1 vanish in the Taylor series of F (τ). This argument is rigorized in [25,
Lemma 6], which we restate and prove for completeness.

Lemma B.1 (Derivative condition). Any continuous operator-valued function F (τ) defined on R
satisfies the order condition

F (τ) = O(1). (172)

Furthermore, if F (τ) has p continuous derivatives for some positive integer p, then the following
two conditions are equivalent:

1. F (τ) = O(τp); and

2. F (0) = F ′(0) = · · · = F (p−1)(0) = 0.

Proof. The continuity of F (τ) at τ = 0 implies F (τ) = O(1) by definition. Assume that F (τ),
F ′(τ),..., F (p)(τ) exist and are continuous. If Condition 2 holds, we have

lim
τ→0

‖F (τ)‖
|τ |p

=

∥∥∥∥ lim
τ→0

F (τ)

τp

∥∥∥∥ =

∥∥F (p)(0)
∥∥

p!
(173)

by the L’Hôpital’s rule. This proves that Condition 1 holds.
Given Condition 1, we have by definition that

‖F (τ)‖ ≤ c|τ |p (174)

for some c, t0 > 0 and all |τ | ≤ t0. Suppose by contradiction that Condition 2 is not true. Then we
let 0 ≤ j ≤ p− 1 be the first integer for which F (j)(0) 6= 0. We use Taylor’s theorem to order j to
get

F (τ) = F (j)(0)
τ j

j!
+

∫ τ

0
dτ2 F (j+1)(τ − τ2)

τ j2
j!
, (175)

which implies

‖F (τ)‖ ≥
∥∥∥F (j)(0)

∥∥∥ |τ |j
j!
− max
|τ2|≤|τ |

∥∥∥F (j+1)(τ2)
∥∥∥ |τ |j+1

(j + 1)!
(176)

by the triangle inequality. We combine the above inequalities and divide both sides by |τ |j . Taking
the limit τ → 0 gives the contradiction

∥∥F (j)(0)
∥∥ ≤ 0.
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Lemma B.1 provides a direct approach to computing order conditions for functions of real
variables. This works for simple examples such as the power functions f(τ) = τp = O(τp). Another
example that we will use in our analysis is the integration of a monomial, such as∫ τ

0
dτ1

∫ τ1

0
dτ2

∫ τ1

0
dτ3

∫ τ2

0
dτ4 τ

3
1 τ2τ

4
3 τ

5
4 . (177)

As the following lemma shows, we can directly evaluate such an integral and compute the order
condition of the resulting power function.

Lemma B.2 (Integration of a monomial). The integration of a monomial τp1
1 · · · τ

pγ
γ · · · τpΓ

Γ evalu-
ates as∫ τ

0
dτ1 · · ·

∫ τ<γ

0
dτγ · · ·

∫ τ<Γ

0
dτΓ τp1

1 · · · τ
pγ
γ · · · τpΓ

Γ = ctp1+···+pΓ+Γ = O
(
tp1+···+pΓ+Γ

)
, (178)

where τ<γ ∈ {τ, τ1, . . . , τγ−1} and c is a constant that depends on nonnegative integers p1, . . . , pΓ.

Proof. We induct on the value of Γ. The claim trivially holds when Γ = 1. Suppose that it is true
for Γ. For Γ + 1, we have∫ τ

0
dτ1 · · ·

∫ τ<Γ+1

0
dτΓ+1 τ

p1
1 · · · τ

pΓ+1

Γ+1 =

∫ τ

0
dτ1 · · ·

∫ τ<Γ

0
dτΓ

τ q11 · · · τ
qΓ
Γ

pΓ+1 + 1
, (179)

where q1 + · · ·+ qΓ = p1 + · · ·+pΓ+1 + 1. The claim then follows from the inductive hypothesis.

For most of our analysis, however, a direct calculation of order conditions is inefficient. In
particular, a (2k)th-order Suzuki formula contains 2 ·5k−1 matrix exponentials and a direct analysis
becomes prohibitive when k is large. Instead, we follow standard rules of order conditions to
compute them indirectly, some of which are summarized below:

Proposition B.3 (Rules of order conditions). Let F (τ) and G (τ) be operator-valued functions
defined on R that are infinitely differentiable. Let p and q be nonnegative integers. The following
rules of order conditions hold:

1. Addition: if F (τ) = O(τp) and G (τ) = O(τ q), then F (τ) + G (τ) = O(τmin(p,q));

2. Multiplication: if F (τ) = O(τp) and G (τ) = O(τ q), then F (τ)G (τ) = O(τp+q);

3. Differentiation: F (τ) = O(τp+1) if and only if F (0) = 0 and F ′(τ) = O(τp);

4. Integration: F (τ) = O(τp) if and only if
∫ t

0 dτF (τ) = O(tp+1); and

5. Exponentiation: F (τ) = G (τ)+O(τp) if and only if expT
( ∫ t

0 dτF (τ)
)

= expT
( ∫ t

0 dτG (τ)
)
+

O(tp+1).

Proof. We only prove the exponentiation rule, as the other rules follow directly from Lemma B.1.
Suppose that expT

( ∫ t
0 dτ F (τ)

)
= expT

( ∫ t
0 dτ G (τ)

)
+O(tp+1). To prove F (τ) = G (τ) +O(τp),

it suffices to show that F (q)(0) = G (q)(0) for q = 0, . . . , p− 1.
We prove this by induction. By the differentiation rule, we have

F (t) expT

(∫ t

0
dτ F (τ)

)
= G (t) expT

(∫ t

0
dτ G (τ)

)
+O(tp), (180)
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so Lemma B.1 implies F (0) = G (0). This proves the claim in the base case. Now assume that
F (l)(0) = G (l)(0) holds for l = 0, . . . q, where q < p − 1. By Lemma B.1 and the general Leibniz
rule,

q+1∑
l=0

(
q + 1

l

)
F q+1−l(0) exp

(l)
T

(∫ 0

0
dτ F (τ)

)
=

q+1∑
l=0

(
q + 1

l

)
G q+1−l(0) exp

(l)
T

(∫ 0

0
dτ G (τ)

)
.

(181)

Lemma B.1 also implies exp
(l)
T
( ∫ 0

0 dτ F (τ)
)

= exp
(l)
T
( ∫ 0

0 dτ G (τ)
)

for l = 0, . . . , q + 1. So the
above equation simplifies to

F (q+1)(0) = G (q+1)(0). (182)

This completes the inductive step.
For the reverse direction, we want to prove expT

( ∫ t
0 dτ F (τ)

)
= expT

( ∫ t
0 dτ G (τ)

)
+O(tp+1)

assuming that F (τ) = G (τ)+O(τp). Equivalently, we want to show that exp
(q+1)
T

( ∫ 0
0 dτ F (τ)

)
=

exp
(q+1)
T

( ∫ 0
0 dτ G (τ)

)
for q = 0, . . . , p − 1 given that F (q)(0) = G (q)(0). This can be proved by

induction and by applying the Leibniz rule in a similar way as above. Specifically, the base case
follows from

exp
(1)
T

(∫ 0

0
dτ F (τ)

)
= F (0) = G (0) = exp

(1)
T

(∫ 0

0
dτ G (τ)

)
(183)

and the inductive step follows from

exp
(q+1)
T

(∫ 0

0
dτ F (τ)

)
=

q∑
l=0

(
q

l

)
F (q−l)(0) exp

(l)
T

(∫ 0

0
dτ F (τ)

)

=

q∑
l=0

(
q

l

)
G (q−l)(0) exp

(l)
T

(∫ 0

0
dτ G (τ)

)
= exp

(q+1)
T

(∫ 0

0
dτ G (τ)

)
.

(184)

We now compute order conditions for the additive, multiplicative, and exponentiated Trotter
error.

Theorem 9 (Order conditions of Trotter error). Let H be an operator, and let S (τ), T (τ), E (τ),
and M (τ) be infinitely differentiable operator-valued functions defined for τ ∈ R, such that

S (t) = etH +

∫ t

0
dτ e(t−τ)HS (τ)T (τ),

= expT

(∫ t

0
dτ
(
H + E (τ)

))
,

= etH(I + M (t)).

(36)

For any nonnegative integer p, the following conditions are equivalent:

1. S (t) = etH +O
(
tp+1

)
;

2. T (τ) = O(τp);

3. E (τ) = O(τp); and

50



4. M (t) = O
(
tp+1

)
.

Proof. Suppose that T (τ) = O(τp). We apply the multiplication rule of Proposition B.3 to get
e(t−τ)HS (τ)T (τ) = O(τp). A further application of the integration rule gives S (t) − etH =∫ t

0 dτ e(t−τ)HS (τ)T (τ) = O(tp+1).

Conversely, let S (t) = etH + O(tp+1). This implies
∫ t

0 dτ e(t−τ)HS (τ)T (τ) = O(tp+1). Ap-
plying the integration rule and the multiplication rule gives S (τ)T (τ) = O(τp). Note that
S (t) = etH + O(tp+1) = I + O(t) implies that the operator-valued function S (t) is invertible
for sufficiently small t and, since d

dtS
−1(t) = −S −1(t)S ′(t)S −1(t), the inverse function S −1(t)

is infinitely differentiable. Applying the multiplication rule gives T (τ) = O(τp), which establishes
the equivalence of Conditions 1 and 2.

Note that S (t) = etH + O(tp+1) is equivalent to expT
( ∫ t

0 dτ(H + E (τ))
)

= etH + O(tp+1),
which is further equivalent to H + E (τ) = H + O(τp) by the exponentiation rule. Canceling H
from both sides proves the equivalence of Conditions 1 and 3.

Finally, note that S (t) = etH(I + M (t)) = etH + O(tp+1) can be simplified to etHM (t) =
O(tp+1). The equivalence of Conditions 1 and 4 then follows from the multiplication rule.

C Error representations

We now prove Theorem 11 that establishes the commutator scaling of Trotter error. The proof is
sketched in Section 3.4 and will be detailed here. For simplicity, we only discuss the additive error,
although the analysis can be easily adapted to handle the multiplicative error and the exponentiated
error.

Let H =
∑Γ

γ=1Hγ be an operator that generates the evolution etH = et
∑Γ
γ=1Hγ . Let S (t) =∏Υ

υ=1

∏Γ
γ=1 e

ta(υ,γ)Hπυ(γ) be a pth-order product formula as in Section 2.3. We know from Theorem 8

that the Trotter error can be expressed in an additive form as S (t) = etH+
∫ t

0 dτ e(t−τ)HS (τ)T (τ),
where

T (τ) =
∑
(υ,γ)

−→∏
(υ′,γ′)≺(υ,γ)

e
−τa(υ′,γ′)Hπυ′ (γ

′)
(
a(υ,γ)Hπυ(γ)

) ←−∏
(υ′,γ′)≺(υ,γ)

e
τa(υ′,γ′)Hπυ′ (γ

′)

−
−→∏

(υ′,γ′)

e
−τa(υ′,γ′)Hπυ′ (γ

′)H
←−∏

(υ′,γ′)

e
τa(υ′,γ′)Hπυ′ (γ

′) .

(185)

Furthermore, Theorem 9 implies that the operator-valued function T (τ) satisfies the order condi-
tion T (τ) = O(τp).

We now apply Theorem 10 to expand every conjugation of matrix exponentials in T (τ). In
doing so, we only keep track of terms of order O(τp), as those terms corresponding to 1, τ, . . . , τp−1

will vanish due to the order condition. We obtain

‖T (τ)‖ ≤
∑
(υ,γ)

αcomm

(−−−−−−−−−−−−−−−−−−−→{
Hπυ′ (γ

′), (υ
′, γ′) ≺ (υ, γ)

}
, Hπυ(γ)

)
τp

p!
exp

(
2τ

∑
(υ′,γ′)≺(υ,γ)

∥∥Hπυ′ (γ
′)

∥∥)

+ αcomm

(−−−−−−−→{
Hπυ′ (γ

′)

}
, H

)
τp

p!
exp

(
2τ

∑
(υ′,γ′)

∥∥Hπυ′ (γ
′)

∥∥),
(186)
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where
−→
{} denotes an ordered list where elements have increasing indices from left to right. This is

further bounded by

‖T (τ)‖ ≤ 2
∑
(υ,γ)

αcomm

(−−−−−−−→{
Hπυ′ (γ

′)

}
, Hπυ(γ)

)
τp

p!
exp

(
2τ

∑
(υ′,γ′)

∥∥Hπυ′ (γ
′)

∥∥)

= 2Υ
Γ∑
γ=1

αcomm

(−−−−−−−→{
Hπυ′ (γ

′)

}
, Hγ

)
τp

p!
exp

(
2τΥ

Γ∑
γ′=1

∥∥Hγ′
∥∥). (187)

After a final integration over τ , we have∥∥S (t)− etH
∥∥ ≤ ∫ t

0
dτ
∥∥∥e(t−τ)HS (τ)T (τ)

∥∥∥
≤ 2Υ

Γ∑
γ=1

αcomm

(−−−−−−−→{
Hπυ′ (γ

′)

}
, Hγ

)
tp+1

(p+ 1)!
exp

(
4tΥ

Γ∑
γ′=1

∥∥Hγ′
∥∥) (188)

with prefactor 4 in the exponent. This bound holds for arbitrary operators Hγ . If the operator
summands are anti-Hermitian, the bound can be further tightened to

∥∥S (t)− etH
∥∥ ≤ 2Υ

Γ∑
γ=1

αcomm

(−−−−−−−→{
Hπυ′ (γ

′)

}
, Hγ

)
tp+1

(p+ 1)!
. (189)

In the following, we show that the prefactor in the exponent can be improved from 4 to 2 by a
more careful analysis. This can be achieved using the expansion in Theorem 10 without invoking
the triangle inequality. After canceling low-order terms, we have

T (τ) =
∑
(υ,γ)

∑
(υ′,γ′)≺(υ,γ)

−→∏
(υ′′,γ′′)≺(υ′,γ′)

e−τa(υ′′,γ′′)H(υ′′,γ′′)
∑

q(υ′,γ′)+···+q(υ,γ)−1=p

q(υ′,γ′) 6=0

∫ τ

0
dτ2 e

−τ2a(υ′,γ′)H(υ′,γ′)

· ad
q(υ′,γ′)
−a(υ′,γ′)H(υ′,γ′)

· · · ad
q(υ,γ)−1

−a(υ,γ)−1H(υ,γ)−1

(
a(υ,γ)H(υ,γ)

)(τ − τ2)q(υ′,γ′)−1τ q(υ′,γ′)+1+···+q(υ,γ)−1

(q(υ′,γ′) − 1)!q(υ′,γ′)+1! · · · q(υ,γ)−1!

· eτ2a(υ′,γ′)H(υ′,γ′)

←−∏
(υ′′,γ′′)≺(υ′,γ′)

eτa(υ′′,γ′′)H(υ′′,γ′′)

−
∑

(υ′,γ′)

−→∏
(υ′′,γ′′)≺(υ′,γ′)

e−τa(υ′′,γ′′)H(υ′′,γ′′)
∑

q(υ′,γ′)+···+q(Υ,Γ)=p

q(υ′,γ′) 6=0

∫ τ

0
dτ2 e

−τ2a(υ′,γ′)H(υ′,γ′)

· ad
q(υ′,γ′)
−a(υ′,γ′)H(υ′,γ′)

· · · ad
q(Υ,Γ)

−a(Υ,Γ)H(Υ,Γ)

(
H
)(τ − τ2)q(υ′,γ′)−1τ q(υ′,γ′)+1+···+q(Υ,Γ)

(q(υ′,γ′) − 1)!q(υ′,γ′)+1! · · · q(Υ,Γ)!

· eτ2a(υ′,γ′)H(υ′,γ′)

←−∏
(υ′′,γ′′)≺(υ′,γ′)

eτa(υ′′,γ′′)H(υ′′,γ′′) ,

where we have temporarily defined eτa(υ,γ)H(υ,γ) := eτa(υ,γ)Hπυ(γ) . This implies that Trotter error
can be expressed in an additive form as S (t)− etH =

∫ t
0 dτ e(t−τ)HR(τ), where

R(τ) =
∑
(υ,γ)

∑
(υ′,γ′)≺(υ,γ)

←−∏
(υ′′,γ′′)�(υ′,γ′)

eτa(υ′′,γ′′)H(υ′′,γ′′)
∑

q(υ′,γ′)+···+q(υ,γ)−1=p

q(υ′,γ′) 6=0

∫ τ

0
dτ2 e

(τ−τ2)a(υ′,γ′)H(υ′,γ′)
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· ad
q(υ′,γ′)
−a(υ′,γ′)H(υ′,γ′)

· · · ad
q(υ,γ)−1

−a(υ,γ)−1H(υ,γ)−1

(
a(υ,γ)H(υ,γ)

)(τ − τ2)q(υ′,γ′)−1τ q(υ′,γ′)+1+···+q(υ,γ)−1

(q(υ′,γ′) − 1)!q(υ′,γ′)+1! · · · q(υ,γ)−1!

· eτ2a(υ′,γ′)H(υ′,γ′)

←−∏
(υ′′,γ′′)≺(υ′,γ′)

eτa(υ′′,γ′′)H(υ′′,γ′′)

−
∑

(υ′,γ′)

←−∏
(υ′′,γ′′)�(υ′,γ′)

eτa(υ′′,γ′′)H(υ′′,γ′′)
∑

q(υ′,γ′)+···+q(Υ,Γ)=p

q(υ′,γ′) 6=0

∫ τ

0
dτ2 e

(τ−τ2)a(υ′,γ′)H(υ′,γ′)

· ad
q(υ′,γ′)
−a(υ′,γ′)H(υ′,γ′)

· · · ad
q(Υ,Γ)

−a(Υ,Γ)H(Υ,Γ)

(
H
)(τ − τ2)q(υ′,γ′)−1τ q(υ′,γ′)+1+···+q(Υ,Γ)

(q(υ′,γ′) − 1)!q(υ′,γ′)+1! · · · q(Υ,Γ)!

· eτ2a(υ′,γ′)H(υ′,γ′)

←−∏
(υ′′,γ′′)≺(υ′,γ′)

eτa(υ′′,γ′′)H(υ′′,γ′′) .

By the assumption of Theorem 11, we have t ≥ τ ≥ τ2 ≥ 0, which implies

‖R(τ)‖ ≤
∑
(υ,γ)

∑
(υ′,γ′)≺(υ,γ)

∑
q(υ′,γ′)+···+q(υ,γ)−1=p

q(υ′,γ′) 6=0

∫ τ

0
dτ2

(τ − τ2)q(υ′,γ′)−1τ q(υ′,γ′)+1+···+q(υ,γ)−1

(q(υ′,γ′) − 1)!q(υ′,γ′)+1! · · · q(υ,γ)−1!

·
∥∥∥ad

q(υ′,γ′)
−a(υ′,γ′)H(υ′,γ′)

· · · ad
q(υ,γ)−1

−a(υ,γ)−1H(υ,γ)−1

(
a(υ,γ)H(υ,γ)

)∥∥∥ exp

(
τ
∑

(υ′′,γ′′)

∥∥Hπυ′′ (γ
′′)

∥∥)

+
∑

(υ′,γ′)

∑
q(υ′,γ′)+···+q(Υ,Γ)=p

q(υ′,γ′) 6=0

∫ τ

0
dτ2

(τ − τ2)q(υ′,γ′)−1τ q(υ′,γ′)+1+···+q(Υ,Γ)

(q(υ′,γ′) − 1)!q(υ′,γ′)+1! · · · q(Υ,Γ)!

·
∥∥∥ad

q(υ′,γ′)
−a(υ′,γ′)H(υ′,γ′)

· · · ad
q(Υ,Γ)

−a(Υ,Γ)H(Υ,Γ)

(
H
)∥∥∥ exp

(
τ
∑

(υ′′,γ′′)

∥∥Hπυ′′ (γ
′′)

∥∥)

≤
∑
(υ,γ)

αcomm

(−−−−−−−−−−−−−−−−−−−→{
Hπυ′ (γ

′), (υ
′, γ′) ≺ (υ, γ)

}
, Hπυ(γ)

)
τp

p!
exp

(
τ
∑

(υ′′,γ′′)

∥∥Hπυ′′ (γ
′′)

∥∥)

+ αcomm

(−−−−−−−→{
Hπυ′ (γ

′)

}
, H

)
τp

p!
exp

(
τ
∑

(υ′′,γ′′)

∥∥Hπυ′′ (γ
′′)

∥∥).
The remaining analysis proceeds as above.

For the multiplicative error, we have

M (t) = expT

(∫ t

0
dτ e−τHE (τ)eτH

)
− I

=

∫ t

0
dτ e−τHE (τ)eτH expT

(∫ τ

0
dτ2 e

−τ2HE (τ2)eτ2H
)

=

∫ t

0
dτ e−τHE (τ)S (τ),

where the first equality follows from Theorem 8, the second equality follows from the integral
equation (9), and the third equality follows from the definition of multiplicative error. Using the
explicit expression of E (τ) in Theorem 8, we obtain a bound on the multiplicative error similar to
the additive bound.
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Note that our analysis depends on πυ′ , the ordering of operator summands in stage υ′ of the
product formula. In the following, we prove an asymptotic bound that removes this ordering
constraint. The resulting bound is independent of the definition of product formula and may thus
be easier to compute in practice. Our analysis here is not tight in terms of the constant prefactor,
but it is sufficient to establish the commutator scaling in Theorem 11.

Recall from Theorem 10 that

αcomm

(−−−−−−−→{
Hπυ′ (γ

′)

}
, Hγ

)
=

∑
q(1,1)+···+q(Υ,Γ)=p

(
p

q(1,1) · · · q(Υ,Γ)

)∥∥∥ad
q(1,1)

Hπ1(1)
· · · ad

q(Υ,Γ)

HπΥ(Γ)
(Hγ)

∥∥∥, (190)

which is upper bounded by p! times
∑

q(1,1)+···+q(Υ,Γ)=p

∥∥∥ad
q(1,1)

Hπ1(1)
· · · ad

q(Υ,Γ)

HπΥ(Γ)
(Hγ)

∥∥∥. Fixing the value

of γ, we claim that

∑
q(1,1)+···+q(Υ,Γ)=p

∥∥∥ad
q(1,1)

Hπ1(1)
· · · ad

q(Υ,Γ)

HπΥ(Γ)
(Hγ)

∥∥∥ ≤ Υp
Γ∑

γp+1=1

· · ·
Γ∑

γ2=1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ

]]∥∥. (191)

This can be seen as follows. Every nested commutator on the left-hand side has p nesting layers
and must thus be of the form on the right. Conversely, we fix one term

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ

]]∥∥
from the right and bound the number of times this term might appear on the left. Each operator
Hγ2 , . . . ,Hγp+1 can appear in Υ possible stages and hence there are Υp possibilities in total. When

the stages are fixed, this will uniquely determine one term
∥∥∥ad

q(1,1)

Hπ1(1)
· · · ad

q(Υ,Γ)

HπΥ(Γ)
(Hγ)

∥∥∥ on the left.

We have thus established the commutator scaling of Trotter error.

Theorem 11 (Trotter error with commutator scaling). Let H =
∑Γ

γ=1Hγ be an operator consisting

of Γ summands and t ≥ 0. Let S (t) =
∏Υ
υ=1

∏Γ
γ=1 e

ta(υ,γ)Hπυ(γ) be a pth-order product formula.

Define α̃comm =
∑Γ

γ1,γ2,...,γp+1=1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ1

]]∥∥. Then, the additive Trotter error and the

multiplicative Trotter error, defined respectively by S (t) = etH + A (t) and S (t) = etH(I + M (t)),
can be asymptotically bounded as

‖A (t)‖ = O
(
α̃commt

p+1e2tΥ
∑Γ
γ=1‖Hγ‖

)
, ‖M (t)‖ = O

(
α̃commt

p+1e2tΥ
∑Γ
γ=1‖Hγ‖

)
. (54)

Furthermore, if the Hγ are anti-Hermitian, corresponding to physical Hamiltonians, we have

‖A (t)‖ = O
(
α̃commt

p+1
)
, ‖M (t)‖ = O

(
α̃commt

p+1
)
. (55)

D Simulating second-quantized electronic structure

In this section, we use product formulas to simulate the second-quantized plane-wave electronic
structure

H =
1

2n

∑
j,k,ν

κ2
ν cos[κν · rk−j ]A†jAk︸ ︷︷ ︸

T

−4π

ω

∑
j,ι,ν 6=0

ζι cos[κν · (r̃ι − rj)]
κ2
ν

Nj︸ ︷︷ ︸
U

+
2π

ω

∑
j 6=k
ν 6=0

cos[κν · rj−k]
κ2
ν

NjNk

︸ ︷︷ ︸
V

,
(192)
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where j, k range over all n orbitals, ω is the volume of the computational cell, and we consider the
constant density case where n/ω = O(1). Here, κν = 2πν/ω1/3 are n vectors of the plane-wave
frequencies, where ν are three-dimensional vectors of integers with elements in [−n1/3, n1/3], rj are
the positions of electrons, ζι are nuclei charges such that

∑
ι |ζι| = O(n), and r̃ι are the nuclear

coordinates. A†j and Ak are the creation and annihilation operators, and Nj = A†jAj are the number
operators.

Following the analysis in Section 4.1, we need to bound the spectral norm of the nested com-
mutators [Hγp+1 , · · · [Hγ2 , Hγ1 ]], where Hγ ∈ {T,U, V }. This can be done by induction. In the base
case, we need to estimate the norm of the kinetic operator T and the potential operators U and V .
For readability, we use the abbreviated representation

T =
∑
j,k

tj,kA
†
jAk, U =

∑
j

ujNj , V =
∑
j,k

vj,kNjNk. (193)

Since
∥∥∥A†j∥∥∥ = ‖Aj‖ = ‖Nj‖ = 1, we can apply the triangle inequality and upper bound ‖T‖, ‖U‖,

and ‖V ‖ by the vector 1-norm
∥∥~t∥∥

1
, ‖~u‖1, and ‖~v‖1. We analyze this in Proposition D.2.

Lemma D.1 ([8, (F6) and (F13)]). Let an electronic-structure Hamiltonian be given as in (57).
The following asymptotic analyses hold:

1. ∑
ν 6=0

1

κ2
ν

= O(n). (194)

2. For any fixed j, ∑
ν

κ2
ν cos[κν · rj ] = O(1). (195)

3. ∑
ι

|ζι| = O(n). (196)

Proposition D.2. Let an electronic-structure Hamiltonian be given as in (57). We have the
following bounds on the vector 1-norm and ∞-norm of the coefficients of the kinetic operator and
the potential operators: ∥∥~t∥∥∞ = O

(
1

n

)
,

∥∥~t∥∥
1

= O(n),

‖~u‖∞ = O(n), ‖~u‖1 = O
(
n2
)
,

‖~v‖∞ = O(1), ‖~v‖1 = O
(
n2
)
.

(197)

Proof. The claims about the asymptotic scaling of
∥∥~t∥∥∞, ‖~u‖∞, and ‖~v‖∞ follow from Lemma D.1.

We then obtain the scaling of the vector 1-norm from the triangle inequality.

For the inductive step, we consider a general second-quantized operator of the form

W =
∑
~j,~k,~l

w~j,~k,~l · · ·
(
A†jxAkx

)
· · · (Nly) · · ·︸ ︷︷ ︸

at most q operators

(198)

where~j, ~k, and ~l denote vectors of orbitals, with total length at most q. We keep track of the number
of A†jxAkx and Nly in each summand; the largest such number q is called the “layer” of W . We
compute the commutator between the kinetic/potential operator and a general second-quantized
operator in Proposition D.4.
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Lemma D.3 (Commutation rules of second-quantized operators). The following commutation rules
hold for second-quantized operators:[

A†jAk, A
†
lAm

]
= δklA

†
jAm − δjmA

†
lAk,[

A†jAk, Nl

]
= δklA

†
jAl − δjlA

†
lAk,[

A†jAk, NlNm

]
=
(
δklA

†
jAl − δjlA

†
lAk

)
Nm +Nl

(
δkmA

†
jAm − δjmA

†
mAk

)
,

(199)

where δkl is the Kronecker-delta function.

Proof. The first rule is proved by [44, (1.8.14)]. The other rules follow from the definition of the

number operator Nl = A†lAl and the commutation relation
[
AB,C

]
= A

[
B,C

]
+
[
A,C

]
B for any

operators A, B, and C.

Proposition D.4. Let an electronic-structure Hamiltonian be given as in (57). The following
statements hold for a general second-quantized operator W with q layers:

1. W̃ =
[
T,W

]
is an operator with q layers and

∥∥∥~̃w∥∥∥
1
≤ 2qn

∥∥~t∥∥∞‖~w‖1;

2. W̃ =
[
U,W

]
is an operator with q layers and

∥∥∥~̃w∥∥∥
1
≤ 2q‖~u‖∞‖~w‖1; and

3. W̃ =
[
V,W

]
is an operator with q + 1 layers and

∥∥∥~̃w∥∥∥
1
≤ 4qn‖~v‖∞‖~w‖1.

Proof. For Statement 1, we have

W̃ =
[
T,W

]
=

[∑
α,β

tα,βA
†
αAβ,

∑
~j,~k,~l

w~j,~k,~l · · ·
(
A†jxAkx

)
· · · (Nly) · · ·

]

=
∑
α,β

∑
~j,~k,~l

tα,βw~j,~k,~l

[
A†αAβ, · · ·

(
A†jxAkx

)
· · · (Nly) · · ·

]
.

(200)

Performing the commutation sequentially, it suffices to consider

· · ·
[
A†αAβ, A

†
jx
Akx

]
· · · (Nly) · · ·

· · ·
(
A†jxAkx

)
· · ·
[
A†αAβ, Nly

]
· · ·

(201)

For fixed α, β, ~j, ~k, ~l, there are at most q such commutators.
For the first type of commutator, we have from Lemma D.3 that[

A†αAβ, A
†
jx
Akx

]
= δβ,jxA

†
αAkx − δα,kxA

†
jx
Aβ. (202)

Without loss of generality, consider the first term; its contribution to
∥∥∥~̃w∥∥∥

1
is at most

∑
α,β

∑
~j,~k,~l

δβ,jx

∣∣∣tα,βw~j,~k,~l∣∣∣ =
∑
α,~j,~k,~l

∣∣∣tα,jxw~j,~k,~l∣∣∣ ≤ n∥∥~t∥∥∞‖~w‖1. (203)
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Similarly, we use Lemma D.3 to analyze the second type of commutator[
A†αAβ, Nly

]
= δly ,βA

†
αAβ − δly ,αA†αAβ (204)

and find its contribution to
∥∥∥~̃w∥∥∥

1
as∑

α,β

∑
~j,~k,~l

δly ,β

∣∣∣tα,βw~j,~k,~l∣∣∣ =
∑
α,~j,~k,~l

∣∣∣tα,lyw~j,~k,~l∣∣∣ ≤ n∥∥~t∥∥∞‖~w‖1. (205)

For Statement 2, we have

W̃ =
[
U,W

]
=

[∑
α

uαNα,
∑
~j,~k,~l

w~j,~k,~l · · ·
(
A†jxAjx

)
· · · (Nly) · · ·

]

=
∑
α

∑
~j,~k,~l

uαw~j,~k,~l

[
Nα, · · ·

(
A†jxAkx

)
· · · (Nly) · · ·

]
.

(206)

Performing the commutation sequentially, it suffices to consider

· · ·
[
Nα, A

†
jx
Akx

]
· · · (Nly) · · · (207)

For fixed α, ~j, ~k, ~l, there are at most q such commutators. We use Lemma D.3 again to get[
Nα, A

†
jx
Akx

]
= δα,jxA

†
jx
Akx − δα,kxA

†
jx
Akx (208)

and find its contribution to
∥∥∥~̃w∥∥∥

1
as∑

α

∑
~j,~k,~l

δα,jx

∣∣∣uαw~j,~k,~l∣∣∣ =
∑
~j,~k,~l

∣∣∣ujxw~j,~k,~l∣∣∣ ≤ ‖~u‖∞‖~w‖1. (209)

For Statement 3, we have

W̃ =
[
V,W

]
=

[∑
α,β

vα,βNαNβ,
∑
~j,~k,~l

w~j,~k,~l · · ·
(
A†jxAkx

)
· · · (Nly) · · ·

]

=
∑
α,β

∑
~j,~k,~l

vα,βw~j,~k,~l

[
NαNβ, · · ·

(
A†jxAkx

)
· · · (Nly) · · ·

]
.

(210)

Performing the commutation sequentially, it suffices to consider

· · ·
[
NαNβ, A

†
jx
Akx

]
· · · (Nly) · · · (211)

For fixed α, β, ~j, ~k, ~l, there are at most q such commutators. Using Lemma D.3, we have[
NαNβ, A

†
jx
Akx

]
=
(
δα,jxA

†
jx
Akx − δα,kxA

†
jx
Akx

)
Nβ +Nα

(
δβ,jxA

†
jx
Akx − δβ,kxA

†
jx
Akx

)
. (212)

Without loss of generality, consider the first term; its contribution to
∥∥∥~̃w∥∥∥

1
is at most∑

α,β

∑
~j,~k,~l

δα,jx

∣∣∣vα,βw~j,~k,~l∣∣∣ =
∑
β,~j,~k,~l

∣∣∣vjx,βw~j,~k,~l∣∣∣ ≤ n‖~v‖∞‖~w‖1. (213)
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Theorem D.5 (Product-formula simulation of second-quantized plane-wave electronic structure).
Let H = T + U + V be a second-quantized plane-wave electronic-structure Hamiltonian with n
orbitals (57). Let S (t) be a pth-order product formula as in (59). Then, the Trotter error has the
scaling ∥∥S (t)− e−itH

∥∥ = O
(
(nt)p+1

)
. (214)

To simulate with accuracy ε, it thus suffices to choose a Trotter number of

r = O

(
(nt)1+1/p

ε1/p

)
. (215)

Choosing p sufficiently large, letting ε be constant, and implementing each Trotter step as in [34, 64],
we have the gate complexity

n2+o(1)t1+o(1). (216)

Proof. We compute the scaling of the spectral norm of

W =
[
Hγp+1 , · · ·

[
Hγ2 , Hγ1

]]
, (217)

by induction, where Hγ ∈ {T,U, V }. In the base case where p = 1, we have from Proposition D.2
and Proposition D.4 that the coefficients of W have 1-norm in O

(
n2
)
, which implies ‖W‖ = O

(
n2
)
.

For the inductive step, suppose that W =
[
Hγp+1 , · · ·

[
Hγ2 , Hγ1

]]
is a second-quantized operator

whose coefficients have vector 1-norm in O(np). Then Proposition D.4 implies that
[
T,W

]
,
[
U,W

]
,

and
[
V,W

]
are second-quantized operators and their coefficients have 1-norm in O

(
np+1

)
. This

proves that

α̃comm =
∑

γ1,γ2,...,γp+1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ1

]]∥∥ = O
(
np+1

)
. (218)

The theorem then follows from Theorem 11 and Corollary 12.

E Simulating k-local Hamiltonians

In this section, we consider simulating k-local Hamiltonians using product formulas.
Recall from Section 4.1 that a k-local Hamiltonian on n qubits can be expressed as

H =
∑

j1,...,jk

Hj1,...,jk , (219)

where each Hj1,...,jk acts nontrivially only on qubits labeled by j1, . . . , jk. Our goal is to analyze
the nested commutators

Γ∑
γ1,...,γp+1=1

∥∥[Hγp+1 , . . . , [Hγ2 , Hγ1 ]
]∥∥, (220)

where Γ = nk and Hγj are local operators Hj1,...,jk . We then bound the Trotter error and the
complexity of the product-formula algorithm using Theorem 11 and Corollary 12.

We claim that the operator

Wγ1,...,γp+1 ≡
[
Hγp+1 , . . . , [Hγ2 , Hγ1 ]

]
(221)

is supported on at most k + p(k − 1) qubits and
∑Γ

γ1,...,γp+1=1

∥∥Wγ1,...,γp+1

∥∥ = O(|||H|||p1‖H‖1),

where we have used the 1-norm ‖H‖1 =
∑

j1,...,jk
‖Hj1,...,jk‖ and the induced 1-norm |||H|||1 =
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maxl maxjl
∑

j1,...,jl−1,jl+1,...,jk
‖Hj1,...,jk‖. We prove this claim by induction on p. For p = 1, the

commutator Wγ1,γ2 = [Hγ2 , Hγ1 ] takes the form
[
Hj1,...,jk , Hi1,...,ik

]
, which is nonzero only when

there exist l,m = 1, . . . , k such that jl = im. It then follows that Wγ1,γ2 is supported on at most
2k − 1 qubits and that∑
j1,...,jk,
i1,...,ik

‖[Hj1,...,jk , Hi1,...,ik ]‖ ≤ 2k2 max
l

max
jl

∑
j1,...,jl−1,
jl+1,...,jk

‖Hj1,...,jk‖
∑
i1,...,ik

‖Hi1,...,ik‖ = O(|||H|||1‖H‖1),

(222)
which proves the claim for p = 1.

Suppose that the claim holds up to p− 1. Following a similar argument, we have

Γ∑
γ1,...,γp+1=1

∥∥Wγ1,...,γp+1

∥∥ =
∑

j1,...,jk

Γ∑
γ1,...,γp=1

∥∥[Hj1,...,jk ,Wγ1,...,γp

]∥∥
≤ 2k

(
k + (p− 1)(k − 1)

)
max
l

max
jl

∑
j1,...,jl−1,
jl+1,...,jk

‖Hj1,...,jk‖
Γ∑

γ1,...,γp=1

∥∥Wγ1,...,γp

∥∥
= 2k

(
k + (p− 1)(k − 1)

)
|||H|||1 · O

(
|||H|||p−1

1 ‖H‖1
)

= O(|||H|||p1‖H‖1).
(223)

Since the support of Hj1,...,jk and Wγ1,...,γp overlaps, the operator Wγ1,...,γp+1 acts nontrivially on at
most k + p(k − 1) qubits. This completes the induction.

Theorem E.1 (Product-formula simulation of k-local Hamiltonians). Let H be a k-local Hamilto-
nian on n qubits (62). Let S (t) be a pth-order product formula. Then, the Trotter error has the
scaling ∥∥S (t)− e−itH

∥∥ = O(|||H|||p1‖H‖1). (224)

To simulate with accuracy ε, it thus suffices to choose a Trotter number of

r = O

(
|||H|||1‖H‖

1/p
1 t1+1/p

ε1/p

)
. (225)

Choosing p sufficiently large, letting ε be constant, and implementing each Trotter step using O
(
nk
)

gates, we have the gate complexity

nk|||H|||1‖H‖
o(1)
1 t1+o(1). (226)

F Simulating power-law interactions

In this section, we analyze the performance of product formulas for simulating power-law interac-
tions (Section 4.1). Let Λ ⊆ Rd be an n-qubit d-dimensional square lattice. We say that H is a
power-law Hamiltonian on Λ with an exponent α if it can be written as

H =
∑
~i,~j∈Λ

H~i,~j , (227)
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where H~i,~j is an operator that acts nontrivially only on two qubits ~i,~j ∈ Λ and

∥∥∥H~i,~j∥∥∥ ≤
1, if ~i = ~j,

1

‖~i−~j‖α
2

, if ~i 6= ~j,
(228)

where ‖~i−~j‖2 is the Euclidean distance between ~i and ~j on the lattice.
Our analysis uses the following lemma.

Lemma F.1. Given an n-qubit d-dimensional square lattice Λ ⊆ Rd, it holds that

∑
~j∈Λ\{~0}

1∥∥~j∥∥α
2

=


O
(
n1−α/d), for 0 ≤ α < d,

O(log n), for α = d,

O(1), for α > d.

(229)

Furthermore, for α > d and x > 0, we have∑
~j∈Λ,‖~j‖

2
≥x

1∥∥~j∥∥α
2

= O
(

1

xα−d

)
. (230)

Proof. Ref. [87] provides a detailed proof of the lemma, which follows from rewriting the left-hand
side of Eq. (229) as a Riemann sum of the d-dimensional integral

∫
‖~j‖

2
≥1 dd~j/‖~j‖2. Evaluating

the integral gives the right-hand side of Eq. (229). Similarly, Eq. (230) follows from evaluating the
integral

∫
‖~j‖

2
≥x dd~j/‖~j‖2 ∝ 1

xα−d
.

Theorem F.2 (Product-formula simulation of power-law interactions). Let Λ ⊆ Rd be an n-qubit
d-dimensional square lattice and H be a power-law Hamiltonian (66) with exponent α. Let S (t) be
a pth-order product formula. Then, the Trotter error has the scaling

∥∥S (t)− e−itH
∥∥ =


O
(
n1+(p+1)(1−α/d)tp+1

)
, for 0 ≤ α < d,

O
(
n(log n)p+1tp+1

)
, for α = d,

O
(
ntp+1

)
, for α > d.

(231)

To simulate with accuracy ε, it thus suffices to choose a Trotter number of

r =


O
(
n

1−α
d

+ 1
p(2−α

d )t
1+ 1

p /ε
1
p

)
, for 0 ≤ α < d,

O
(
n

1
p (log n)

1+ 1
p t

1+ 1
p /ε

1
p

)
, for α = d,

O
(
n

1
p t

1+ 1
p /ε

1
p

)
, for α > d.

(232)

Choosing p sufficiently large, letting ε be constant, and implementing each Trotter step using O
(
n2
)

gates, we have the gate complexity

gα =

{
n3−α

d
+o(1)t1+o(1), for 0 ≤ α < d,

n2+o(1)t1+o(1), for α ≥ d.
(233)
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Proof. Given a power-law Hamiltonian H with exponent α, we use Lemma F.1 to compute the
scaling of its induced 1-norm

|||H|||1 ≤ 1 + max
~i

∑
~j 6=~i

1∥∥~i−~j∥∥α
2

=


O
(
n1−α/d), for 0 ≤ α < d,

O(log n), for α = d,

O(1), for α > d,

(234)

and 1-norm

‖H‖1 ≤
∑
~i

(
1 +

∑
~j 6=~i

1∥∥~i−~j∥∥α
2

)
=


O
(
n2−α/d), for 0 ≤ α < d,

O(n log n), for α = d,

O(n), for α > d.

(235)

The claim then follows from Theorem E.1.

As mentioned in Section 4.1, the performance of product formulas can be further improved for
rapidly decaying power-law interactions (Theorem F.3) and quasilocal interactions (Theorem F.4).

Theorem F.3 (Product-formula simulation of rapidly decaying power-law interactions). Let Λ ⊆
Rd be an n-qubit d-dimensional square lattice and H be a power-law Hamiltonian (66) with exponent
α > d. Let S (t) be a pth-order product formula for H̃, the truncated Hamiltonian where summands
acting on sites with distance larger than ` are removed. Then, the Trotter error has the scaling∥∥∥S (t)− e−itH̃

∥∥∥ = O
(
ntp+1

)
. (236)

To simulate with accuracy ε, it thus suffices to choose the cutoff ` = Θ
(

(nt/ε)1/(α−d)
)

and a Trotter

number of

r = O
(
n

1
p t

1+ 1
p /ε

1
p

)
. (237)

Choosing p sufficiently large, letting ε be constant, and implementing each Trotter step using O
(
n`d
)

gates, we have the gate complexity

gα = (nt)1+ d
α−d+o(1). (238)

Proof. We use Lemma F.1 to bound the distance between the original and the truncated Hamilto-
nian ∥∥∥H − H̃∥∥∥ ≤∑

~i

∑
‖~j−~i‖

2
>`

1∥∥~i−~j∥∥α
2

= O
( n

`α−d

)
. (239)

We choose a cutoff value ` = Θ
(

(nt/ε)1/(α−d)
)

and Corollary 5 implies that the truncation error is

at most ∥∥∥e−itH − e−itH̃∥∥∥ ≤ ∥∥∥H − H̃∥∥∥t = O
(

nt

`α−d

)
= O(ε). (240)

The theorem is then proved in a similar way as Theorem F.2.
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Theorem F.4 (Product-formula simulation of quasilocal interactions). Let Λ ⊆ Rd be an n-qubit
d-dimensional square lattice and H be a quasilocal Hamiltonian (72) with constant β > 0. Let S (t)
be a pth-order product formula for H̃, the truncated Hamiltonian where summands acting on sites
with distance larger than ` are removed. Then, the Trotter error has the scaling∥∥∥S (t)− e−itH̃

∥∥∥ = O
(
ntp+1

)
. (241)

To simulate with accuracy ε, it thus suffices to choose the cutoff ` = Θ(log(nt/ε)) and a Trotter
number of

r = O
(
n

1
p t

1+ 1
p /ε

1
p

)
. (242)

Choosing p sufficiently large, letting ε be constant, and implementing each Trotter step using O
(
n`d
)

gates, we have the gate complexity

gβ = (nt)1+o(1). (243)

Proof. We choose ` = Θ(log(nt/ε)) so that the truncation error is at most∥∥∥e−itH − e−itH̃∥∥∥ ≤ ∥∥∥H − H̃∥∥∥t ≤∑
~i

∑
‖~j−~i‖

2
>`

e−β‖~i−~j‖2 · t = O(ε). (244)

The remaining analysis proceeds in a similar way as in Theorem F.3.

G Simulating clustered Hamiltonians

We continue the analysis in Section 4.1 of the hybrid algorithm for simulating clustered Hamilto-
nians [73]. An essential step of this algorithm is to decompose the Hamiltonian into parties using
product formulas. We show that our Trotter error bound implies a more efficient decomposition
and thereby gives a faster simulation of clustered Hamiltonians.

Let H be an n-qubit Hamiltonian. Assume that each term in H acts on at most two qubits
with spectral norm at most one, and each qubit is interacted with at most a constant number d′ of
qubits. We further group the qubits into multiple parties and write

H = A+B =
∑
l

H
(1)
l +

∑
l

H
(2)
l , ∀l :

∥∥∥H(1)
l

∥∥∥,∥∥∥H(2)
l

∥∥∥ ≤ 1, (245)

where terms in A act on qubits within a single party and terms in B act between two different
parties.

The hybrid algorithm of [73] applies the first-order Lie-Trotter formula to decompose the Hamil-

tonian H = A+
∑

lH
(2)
l . Their analysis shows that a Trotter number of

r = O
(
h2
Bt

2

ε

)
(246)

suffices to achieve error at most ε, where hB =
∑

l

∥∥∥H(2)
l

∥∥∥ is the interaction strength. Here, we

show that it suffices to take

r = O

d′ 1+p
2 h

1
p

Bt
1+ 1

p

ε
1
p

 = O

(
h

1/p
B t1+1/p

ε1/p

)
(247)
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using a pth-order product formula. This improves the analysis of [73] for p = 1 and extends their
result to higher-order cases.

In light of Theorem 11, we need to compute∑
γ1,γ2,...,γp+1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ1

]
· · ·
]∥∥, (248)

where each Hγ is either H
(2)
l or A. Since

[
A,A

]
= 0 and

[
Hγ , A

]
= −

[
A,Hγ

]
, we may without

loss of generality assume that Hγ1 = H
(2)
l1

, i.e.,∑
γ1,γ2,...,γp+1

∥∥[Hγp+1 , · · ·
[
Hγ2 , Hγ1

]
· · ·
]∥∥ =

∑
l1,γ2,...,γp+1

∥∥∥[Hγp+1 , · · ·
[
Hγ2 , H

(2)
l1

]
· · ·
]∥∥∥. (249)

We now replace each A by
∑

lH
(1)
l and apply the triangle inequality to get∑

l1,γ2,...,γp+1

∥∥∥[Hγp+1 , · · ·
[
Hγ2 , H

(2)
l1

]
· · ·
]∥∥∥ ≤ ∑

l1,l2,...,lp+1

∥∥∥[Klp+1 , · · ·
[
Kl2 , H

(2)
l1

]
· · ·
]∥∥∥, (250)

where each Kl is either H
(1)
l or H

(2)
l . Since each qubit supports at most d′ terms and each term

acts on at most two qubits,

∑
l1,l2,...,lp+1

∥∥∥[Klp+1 , · · ·
[
Kl2 , H

(2)
l1

]
· · ·
]∥∥∥ = O

d′p · · · d′2d′∑
l1

∥∥∥H(2)
l1

∥∥∥
 = O

(
d′

(1+p)p
2 hB

)
. (251)

We have thus established:

Theorem G.1 (Product-formula decomposition of evolutions of clustered Hamiltonians). Let H =

A +
∑

lH
(2)
l be a clustered Hamiltonian as in (75), where each qubit is interacted with at most a

constant number d′ of qubits and the interaction strength is hB =
∑

l

∥∥∥H(2)
l

∥∥∥. Let S (t) be a pth-

order product formula as in (78). Then, the Trotter error has the scaling∥∥S (t)− e−itH
∥∥ = O

(
d′

(1+p)p
2 hBt

p+1
)
. (252)

To decompose with accuracy ε, it thus suffices to choose a Trotter number of

r = O

(
h

1/p
B t1+1/p

ε1/p

)
. (253)

Choosing p sufficiently large, we have

r = O

(
h
o(1)
B t1+o(1)

εo(1)

)
. (254)

The hybrid simulator of [73] has runtime 2O(r·cc(g)), where cc(g) is the contraction complexity
of the interaction graph g between the parties. Theorem G.1 thus gives a hybrid simulator with

complexity 2
O
(
h
o(1)
B t1+o(1) cc(g)/εo(1)

)
, dramatically improving the previous result of 2O(h2

Bt
2 cc(g)/ε)

[73].
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H Simulating local observables

In this section, we analyze the performance of product formulas for simulating local observables.
Following Section 4.2, we consider a power-law Hamiltonian H =

∑
~i,~j∈ΛH~i~j on an n-qubit d-

dimensional lattice Λ ⊆ Rd with exponent α > 2d. Our goal is to simulate the time evolution
A (t) = eitHAe−itH of a local observable A with support S(A) enclosed in a d-dimensional ball of
constant radius x0.

As mentioned in Section 4.2, our approach is to construct a Hamiltonian Hlc whose support
has radius independent of the system size. To this end, we consider a general observable B and
assume that S(B)—the support of B—is a d-dimensional ball of radius y0 centered on the origin.
We define

H1 =
∑
~i,~j∈B`

H~i,~j , (255)

Hγ =
∑

~i,~j∈∆Bγ`

H~i,~j +
∑

~i∈∆B(γ−1)`

~j∈∆Bγ`

H~i,~j for γ = 2, . . . ,Γ− 1, (256)

HΓ =
∑

~i,~j /∈B(Γ−2)`

H~i,~j , (257)

where By = {~i ∈ Λ : inf~j∈S(B)

∥∥∥~i−~j∥∥∥
2
≤ y} is a ball of radius y + y0 centered on S(B), ∆Bγ` =

Bγ` \ B(γ−1)` is the shell containing sites between distance (γ − 1)` and γ` from S(B), and `, Γ are

positive integers to be chosen later. We then define the truncated Hamiltonian Htrunc =
∑Γ

γ=1Hγ .
We analyze the truncation error in the lemma below.

Lemma H.1. Let Λ ⊆ Rd be a d-dimensional square lattice of n qubits. Let H be a power-law
Hamiltonian with exponent α > d and B be an observable with support enclosed in a d-dimensional
ball of radius y0. Let Htrunc =

∑Γ
γ=1Hγ be the truncated Hamiltonian as defined above. Assuming

Γ = O(1), we have

‖H −Htrunc‖ = O
(

(y0 + Γ`)d−1

`α−d−1

)
. (258)

Proof. We expand H −Htrunc as

H −Htrunc =
Γ−2∑
γ=0

∑
~i∈∆Bγ`

∑
ν≥γ+2

∑
~j∈∆Bν`

H~i,~j . (259)

Applying the triangle inequality, we have

‖H −Htrunc‖ ≤
Γ−2∑
γ=0

∑
~i∈∆Bγ`

∑
ν≥γ+2

∑
~j∈∆Bν`

∥∥∥H~i,~j∥∥∥ (260)

≤
Γ−2∑
γ=0

∑
~i∈Bγ`

∑
~j /∈B(γ+1)`

∥∥∥H~i,~j∥∥∥ (261)

≤
Γ−2∑
γ=0

(y0 + Γ`)d−1

`α−d−1
= O

(
(y0 + Γ`)d−1

`α−d−1

)
, (262)
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where the third inequality follows from [87, Lemma 9] (see also [87, the derivation of Eq.(A1)], with
A and C being Bγ` and the complement of B(γ+1)` respectively). The factor (y0 + Γ`)d−1 estimates
the boundary area of Bγ`. This establishes the claimed scaling of the truncation error.

Next, we simulate the evolution e−itHtrunc using the pth-order product formula

Strunc(t) =
Υ∏
υ=1

Γ∏
γ=1

e−ita(υ,γ)Hπυ(γ) , (263)

where we put additional constraints on the permutation function πν :

πυ(1, 2, 3, 4, 5, 6, . . .) =

{
(2, 4, 6, . . . , 1, 3, 5, . . . ), if υ is odd,

(1, 3, 5, . . . , 2, 4, 6, . . . ), if υ is even.
(264)

By Theorem 11, the Trotter error of approximating e−itHtrunc by Strunc(t) depends on

Γ∑
γ1,...,γp+1=1

∥∥[Hγp+1 , . . . , [Hγ2 , Hγ1 ]
]∥∥, (265)

which we analyze in the following lemma.

Lemma H.2. Let Λ ⊆ Rd be a d-dimensional square lattice of n qubits. Let H be a power-law
Hamiltonian with exponent α > d and B be an observable with support enclosed in a d-dimensional
ball of radius y0. Let Htrunc =

∑Γ
γ=1Hγ be the truncated Hamiltonian as defined above. Assuming

Γ = O(1), we have

Γ∑
γ1,...,γp+1=1

∥∥[Hγp+1 , . . . , [Hγ2 , Hγ1 ]
]∥∥ = O

(
(y0 + Γ`)d−1`

)
. (266)

Proof. For convenience, we define

S1 =
{

(~i,~j) :~i,~j ∈ B`
}
, (267)

Sγ =
{

(~i,~j) :~i ∈ ∆B(γ−1)` ∪∆Bγ`, ~j ∈ ∆Bγ`
}

for γ = 2, . . . ,Γ− 1, (268)

SΓ =
{

(~i,~j) :~i,~j /∈ B(Γ−2)`

}
, (269)

so that Hγ =
∑

(~i,~j)∈Sγ H~i,~j for γ = 1, . . . ,Γ. Our goal is to analyze

Γ∑
γ1,...,γp+1=1

∥∥∥∥[ ∑
(~ip+1,~jp+1)∈Sγp+1

H~ip+1,~jp+1
, . . . ,

[ ∑
(~i2,~j2)∈Sγ2

H~i2,~j2 ,
∑

(~i1,~j1)∈Sγ1

H~i1,~j1

]]∥∥∥∥. (270)

Note that at least one of γ1, γ2 must be different from 1,Γ; otherwise, [Hγ1 , Hγ2 ] = 0. Therefore,
we may assume 1 < γ1 < Γ without loss of generality and bound the norm of commutators as

Γ−1∑
γ1=2

Γ∑
γ2,...,γp+1=1

∑
(~i1,~j1)∈Sγ1 ,(

~i2,~j2)∈Sγ2 ,

...,(~ip+1,~jp+1)∈Sγp+1

∥∥[H~ip+1,~jp+1
, . . . ,

[
H~i2,~j2 , H~i1,~j1

]]∥∥. (271)
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By a similar argument as in Theorem E.1 and Theorem F.2, we find the upper bound

O

 Γ−1∑
γ1=2

∑
(~i1,~j1)∈Sγ1

|||H|||p1
∥∥∥H~i1,~j1∥∥∥

 = O

 Γ−1∑
γ1=2

∑
~j1∈∆Bγ1`

|||H|||p+1
1

 = O
(

(y0 + Γ`)d−1`
)
, (272)

where we use the fact that |||H|||1 = O(1) (234) and upper bound the volume of ∆Bγ1` by
O
(
(y0 + Γ`)d−1`

)
—the product of its boundary area O

(
(y0 + Γ`)d−1

)
with its thickness `.

Using the fact that product formulas can preserve the locality of the simulated system, we com-
mute the matrix exponentials in Strunc(t) through B to cancel with their counterpart in S †

trunc(t).
By choosing Γ = Υ + 1, we have

S †
trunc(t)BStrunc(t) = S †

reduce(t)BSreduce(t), (273)

where

Sreduce(t) =
Υ∏
υ=1

υ∏
γ=1

e
−ita

(υ,π−1
υ (γ))

Hγ
(274)

is the reduced product formula of A (t). This gives a decomposition of the evolution of local
observable B with error∥∥∥eitHBe−itH −S †

reduce(t)BSreduce(t)
∥∥∥ = O

(
‖B‖t(y0 + Γ`)d−1

(
1

`α−d−1
+ `tp

))
. (275)

The remaining analysis proceeds in the same way as in Section 4.2. We have then proved:

Proposition 13 (Product-formula decomposition of evolutions of local observables). Let Λ ⊆ Rd
be a d-dimensional square lattice. Let H be a power-law Hamiltonian (66) with exponent α > 2d and
A be an observable with support enclosed in a d-dimensional ball of constant radius x0. Construct
the Hamiltonian Hlc as above using pth-order Υ-stage product formulas Strunc(t), Sreduce(t), and
Slc(t). Then, the support of Hlc has radius x0 + rΓ` and

∥∥eitHAe−itH − eitHlcAe−itHlc
∥∥ = O

(
t(x0 + rΓ`)d−1

(
1

`α−d−1
+ `

tp

rp

))
, (91)

where the positive integer ` is a parameter and Γ = Υ + 1 is constant.

Assuming x0 = O(1) and Γ = Υ = O(1), we have

∥∥eitHAe−itH − eitHlcAe−itHlc
∥∥ = O

(
t(r`)d−1

(
1

`α−d−1
+
`tp

rp

))
(276)

where Hlc is supported on a ball of radius x = x0 + rΓ` = O(r`). To minimize the error, we choose

` = Θ
((

r
t

) p
α−d
)
≥ 1, which is possible if r ≥ t and α > 2d. With this choice of `, the error becomes

∥∥eitHAe−itH − eitHlcAe−itHlc
∥∥ = O

 t
p(α−2d)+α−d

α−d

r
p(α−2d)−(α−d)(d−1)

α−d

. (277)
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To ensure that the error is at most ε, we choose

r = Θ

 t p(α−2d)+α−d
p(α−2d)−(α−d)(d−1)

ε
α−d

p(α−2d)−(α−d)(d−1)

. (278)

Note that r can be made to be greater than 1 for large times if the exponent of t in the above
equation is positive, i.e. we require (assuming α > 2d)

α >
2d− d(d−1)

p

1− d−1
p

⇔ p >
(α− d)(d− 1)

α− 2d
. (279)

In addition, the choice of r above is also consistent with the condition r ≥ t because

p(α− 2d) + α− d
p(α− 2d)− (α− d)(d− 1)

> 1. (280)

Recall that e−itHlc is an evolution supported on a ball of radius x = O(r`). Invoking Theo-
rem F.3, we obtain the gate count

gα = O
(

(xdt)
1+ 1

p
+ d
α−d
)

= O
(
t

(α(p+1)−d)(α(dp+p+1)−(d+2)dp−d)
p(α−d)(α+d2−d(α+2p+1)+αp)

)
(281)

for simulating local observable A with constant accuracy, which simplifies to

gα = t
α(α(d+1)−(d+2)d)

(α−d)(α−2d)
+o(1)

= t(1+d α−d
α−2d)(1+ d

α−d)+o(1) (282)

in the large p limit. The remaining analysis proceeds as in Section 4.2.

I Quantum Monte Carlo simulation

In this section, we apply our Trotter error bound to improve the performance of quantum Monte
Carlo simulation. This analysis is sketched in Section 4.3 and detailed here.

We first consider simulating an n-qubit transverse field Ising Hamiltonian [17]

H = −A−B, A =
∑

1≤u<v≤n
ju,vZuZv, B =

∑
1≤u≤n

huXu, (283)

where Xu and Zu are Pauli operators acting on the uth qubit, and ju,v ≥ 0 and hu ≥ 0 are
nonnegative coefficients. Our goal is to approximate the partition function Z = Tr

(
e−H

)
up to

multiplicative error 0 < ε < 1.
A key step in the algorithm of [17] is to decompose the evolution operator using the second-order

Suzuki formula. Note that all the summands in A (or B) commute with each other, so no error is
introduced when the evolution under A (or B) is further decomposed into elementary exponentials.

It thus suffices to analyze the Trotter error of approximating et(A+B) by e
t
2
AetBe

t
2
A for time t > 0.

To this end, we define

U := et(A+B),

V := e
t
2
AetBe

t
2
A,

W := expT

(∫ t

0
dτ e−τ(A+B)

[
e
τ
2
ABe−

τ
2
A −B + e

τ
2
AeτB

A

2
e−τBe−

τ
2
A − A

2

]
eτ(A+B)

) (284)
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so that Theorem 8 implies V = UW . To analyze the operator W , we further compute

e
τ
2
ABe−

τ
2
A −B =

[
A

2
, B

]
τ +

∫ τ

0
dτ2

∫ τ2

0
dτ3 e

τ3
2
A

[
A

2
,

[
A

2
, B

]]
e−

τ3
2
A, (285)

e
τ
2
AeτB

A

2
e−τBe−

τ
2
A − A

2
= e

τ
2
A

([
B,

A

2

]
τ +

∫ τ

0
dτ2

∫ τ2

0
dτ3 e

τ3B

[
B,

[
B,

A

2

]]
e−τ3B

)
e−

τ
2
A

=

[
B,

A

2

]
τ + τ

∫ τ

0
dτ2 e

τ2
2
A

[
A

2
,

[
B,

A

2

]]
e−

τ2
2
A

+

∫ τ

0
dτ2

∫ τ2

0
dτ3 e

τ
2
Aeτ3B

[
B,

[
B,

A

2

]]
e−τ3Be−

τ
2
A. (286)

By Lemma 4, we have

‖W‖ ≤ exp

(
e2t‖H‖+t‖A‖ t

3

24
‖[A, [A,B]]‖+ e2t‖H‖+t‖A‖ t

3

12
‖[A, [A,B]]‖+ e2t‖H‖+t‖A‖+2t‖B‖ t

3

12
‖[B, [B,A]]‖

)
.

(287)
This bound is tighter than the previous result of [17, Lemma 3] in that it exploits the commu-
tativity of operator summands. For the transverse field Ising model, this leads to an asymptotic
improvement on the performance of Monte Carlo simulation. The remaining analysis proceeds as
in Section 4.3.

We also consider simulating the ferromagnetic quantum spin systems

H =
∑

1≤u<v≤n
puv
(
−XuXv − YuYv

)
+

∑
1≤u<v≤n

quv
(
−XuXv + YuYv

)
+

n∑
u=1

du
(
I + Zu

)
, (288)

where puv, quv ∈ [0, 1]. Our goal is to approximate the partition function Z(β,H) = Tr
[
e−βH

]
for

β > 0. Following [18], we restrict ourselves to the n-qubit (nonunitary) gate set{
fu
(
e±t
)
, guv(t), huv(t)

∣∣∣∣ u, v = 1, . . . , n, u 6= v, 0 < t <
1

2

}
, (289)

where

f
(
e±t
)

=

[
e±t 0
0 1

]
, g(t) =


1 + t2 0 0 t

0 1 0 0
0 0 1 0
t 0 0 1

, h(t) =


1 0 0 0
0 1 + t2 t 0
0 t 1 0
0 0 0 1

 (290)

and the subscripts u, v indicate the qubits on which the gates act nontrivially. These gates approx-
imate the exponentials of terms of the original Hamiltonian. Specifically, we represent the gates
as

fu
(
e±t
)

= e±
t
2
Fu , guv(t) = e−

t
2
G̃uv(t), huv(t) = e−

t
2
H̃uv(t), (291)

where 0 < t < 1/2 and

Fu = (I + Zu), G̃uv(t) = (−XuXv + YuYv)−
2

t
Guv(t), H̃uv(t) = (−XuXv − YuYv)−

2

t
Huv(t).

(292)
By [18, Proposition 1], we have ‖Guv(t)‖ ≤ t2 and ‖Huv(t)‖ ≤ t2.
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We divide the evolution into r steps. We choose r > 2β so that we can implement the product
formula using gates from (122) with parameters

− 1

2
< −β

r
du <

1

2
, 0 <

β

r
quv <

1

2
, 0 <

β

r
puv <

1

2
. (293)

Consider the gate sequence∏
1≤u≤n

fu
(
e−

β
r
du
) ∏

1≤u<v≤n
guv

(
β

r
quv

) ∏
1≤u<v≤n

huv

(
β

r
puv

)
·

∏
1≤u<v≤n

huv

(
β

r
puv

) ∏
1≤u<v≤n

guv

(
β

r
quv

) ∏
1≤u≤n

fu
(
e−

β
r
du
)

=
∏

1≤u≤n
e−

β
2r
duFu

∏
1≤u<v≤n

e−
β
2r
quvG̃uv(β

r
quv)

∏
1≤u<v≤n

e−
β
2r
puvH̃uv(β

r
puv)

·
∏

1≤u<v≤n
e−

β
2r
puvH̃uv(β

r
puv)

∏
1≤u<v≤n

e−
β
2r
quvG̃uv(β

r
quv)

∏
1≤u≤n

e−
β
2r
duFu

= exp

(
− β

r

( ∑
1≤u<v≤n

puvH̃uv

(
β

r
puv

)
+

∑
1≤u<v≤n

quvG̃uv

(
β

r
quv

)
+

n∑
u=1

duFu

))
·W

(294)

that implements the second-order Suzuki formula, where we have applied Theorem 8 in the last
line. Since

‖Fu‖ ≤ 2,

∥∥∥∥G̃uv(βr quv
)∥∥∥∥ ≤ 2 + 2

β

r
quv ≤ 3,

∥∥∥∥H̃uv

(
β

r
puv

)∥∥∥∥ ≤ 2 + 2
β

r
puv ≤ 3, (295)

the perturbed Hamiltonian satisfies

∑
1≤u<v≤n

puv

∥∥∥∥H̃uv

(
β

r
puv

)∥∥∥∥+
∑

1≤u<v≤n
quv

∥∥∥∥G̃uv(βr quv
)∥∥∥∥+

n∑
u=1

|du|‖Fu‖ ≤
(
n

2

)
3+

(
n

2

)
3+2n ≤ 3n2.

(296)
We also need to bound nested commutators of Hamiltonian terms with two layers of nesting. This
analysis is similar to that for the transverse field Ising model; the resulting scaling is O

(
n4
)
. By

Lemma 4, Theorem 8 and an analysis of the exponentiated-type error E (τ), there exists a constant
c > 0 such that

‖W‖ ≤ exp

(
cn4β3

r3
e

12n2β
r

)
. (297)

To proceed, we apply Lemma 2 to switch to the interaction picture, giving

exp

(
− β

r

( ∑
1≤u<v≤n

puvH̃uv

(
β

r
puv

)
+

∑
1≤u<v≤n

quvG̃uv

(
β

r
quv

)
+

n∑
u=1

duFu

))
= e−

β
r
HV, (298)

where

V = expT

(
−
∫ β

r

0
dτ eτH

( ∑
1≤u<v≤n

puvH̃uv

(
β

r
puv

)
+

∑
1≤u<v≤n

quvG̃uv

(
β

r
quv

)
+

n∑
u=1

duFu −H
)
e−τH

)
.

(299)
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From (292), ∥∥∥∥∥∥
∑

1≤u<v≤n
puvH̃uv

(
β

r
puv

)
+

∑
1≤u<v≤n

quvG̃uv

(
β

r
quv

)
+

n∑
u=1

duFu −H

∥∥∥∥∥∥
=

∥∥∥∥∥∥
∑

1≤u<v≤n
puv

2r

βpuv
Huv

(
β

r
puv

)
+

∑
1≤u<v≤n

quv
2r

βquv
Guv

(
β

r
quv

)∥∥∥∥∥∥
≤
(
n

2

)
2
β

r
puv +

(
n

2

)
2
β

r
quv = 2n2β

r
,

(300)

whereas the original Hamiltonian has spectral norm

‖H‖ ≤
∑

1≤u<v≤n
puv‖−XuXv − YuYv‖+

∑
1≤u<v≤n

quv‖−XuXv + YuYv‖+

n∑
u=1

|du|‖I + Zu‖

≤
(
n

2

)
· 2 +

(
n

2

)
· 2 + n · 2 = 2n2.

(301)

Thus, Lemma 4 implies

‖V ‖ ≤ exp

(
2n2β2

r2
e

4n2β
r

)
. (302)

Altogether, we obtain∏
1≤u≤n

fu
(
e−

β
r
du
) ∏

1≤u<v≤n
guv

(
β

r
quv

) ∏
1≤u<v≤n

huv

(
β

r
puv

)
·

∏
1≤u<v≤n

huv

(
β

r
puv

) ∏
1≤u<v≤n

guv

(
β

r
quv

) ∏
1≤u≤n

fu
(
e−

β
r
du
)

= e−
β
r
HU,

(303)

where the operator U = VW has spectral norm bounded by

‖U‖ = ‖VW‖ ≤ exp

(
2n2β2

r2
e

4n2β
r +

cn4β3

r3
e

12n2β
r

)
(304)

for some constant c > 0. The remaining analysis continues as in Section 4.3. Similar to the case
of transverse field Ising model, our Trotter error bound gives improved quantum Monte Carlo
simulation of the ferromagnetic quantum spin systems.

J Higher-order error bounds with small prefactors

We have showed in Section 5.1 that our analysis reproduces known tight error bounds for first-
and second-order formulas. In this section, we give heuristic strategies to derive higher-order
Trotter error bounds with small prefactors. We illustrate this for the fourth-order formula, which
is advantageous for simulating small-size systems [23] but does not have a tight error analysis.
We further benchmark our bounds in Section 5.2 by numerically simulating systems with nearest-
neighbor and power-law interactions. Throughout this section, we assume H is Hermitian, t ∈ R,
and consider the real-time evolution e−itH .
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We first consider a Hamiltonian H = A+B consisting of two summands. This models systems
with nearest-neighbor interactions where summands are grouped in an even-odd pattern (154). The
ideal evolution under H for time t is e−itH , which we decompose using the fourth-order product
formula S4(t). Recall from (14) that S4(t) is defined by

S2(t) := e−i
t
2
Ae−itBe−i

t
2
A,

S4(t) :=
[
S2(u2t)

]2
S2((1− 4u2)t)

[
S2(u2t)

]2
,

(305)

with u2 := 1/(4− 41/3). Expanding this definition, we obtain

S4(t) = e−ita6Ae−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A, (306)

where

a1 := a6 :=
u2

2
, b1 := a2 := b2 := b4 := a5 := b5 := u2, a3 := a4 :=

1− 3u2

2
, b3 := 1− 4u2.

(307)
Without loss of generality, we analyze the additive Trotter error of S4(t). We gave an analysis

in Section 3.2 that works for a general product formula, and we improve that here to obtain an
error bound for S4(t) with a small prefactor. To this end, we compute

d

dt
S4(t)− (−iH)S4(t)

=
[
e−ita6A,−ib5B

]
e−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A

+
[
e−ita6Ae−itb5B,−ia5A

]
e−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A

+ · · ·
+
[
e−ita6Ae−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2A,−ib1B

]
e−itb1Be−ita1A

+
[
e−ita6Ae−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1B,−ia1A

]
e−ita1A.

(308)

Performing the commutation sequentially, we have

d

dt
S4(t)− (−iH)S4(t)

=
[
e−ita6A,−ib5B

]
e−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A

+ e−ita6A
[
e−itb5B,−ia5A

]
e−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A

+ · · ·
+ e−ita6Ae−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2B

[
e−ita2A,−ib1B

]
e−itb1Be−ita1A

+ e−ita6Ae−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3B
[
e−ita3A,−ib1B

]
e−itb2Be−ita2Ae−itb1Be−ita1A

+ e−ita6Ae−itb5Be−ita5Ae−itb4B
[
e−ita4A,−ib1B

]
e−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A

+ e−ita6Ae−itb5B
[
e−ita5A,−ib1B

]
e−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A

+
[
e−ita6A,−ib1B

]
e−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A

+ e−ita6Ae−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2A
[
e−itb1B,−ia1A

]
e−ita1A

+ e−ita6Ae−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3A
[
e−itb2B,−ia1A

]
e−ita2Ae−itb1Be−ita1A

+ e−ita6Ae−itb5Be−ita5Ae−itb4Be−ita4A
[
e−itb3B,−ia1A

]
e−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A

+ e−ita6Ae−itb5Be−ita5A
[
e−itb4B,−ia1A

]
e−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A

+ e−ita6A
[
e−itb5B,−ia1A

]
e−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A.

(309)
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We further define

c1 := a1, d1 := b1,

c2 := a1 + a2, d2 := b1 + b2,

c3 := a1 + a2 + a3, d3 := b1 + b2 + b3,

c4 := a1 + a2 + a3 + a4, d4 := b1 + b2 + b3 + b4,

c5 := a1 + a2 + a3 + a4 + a5, d5 := b1 + b2 + b3 + b4 + b5,

(310)

so that

d

dt
S4(t)− (−iH)S4(t)

=
[
e−ita6A,−id5B

]
e−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A

+ e−ita6A
[
e−itb5B,−ic5A

]
e−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A

+ · · ·
+ e−ita6Ae−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2B

[
e−ita2A,−id1B

]
e−itb1Be−ita1A

+ e−ita6Ae−itb5Be−ita5Ae−itb4Be−ita4Ae−itb3Be−ita3Ae−itb2Be−ita2A
[
e−itb1B,−ic1A

]
e−ita1A.

(311)

In Section 3.2 and Appendix A, we factor out the operator-valued function S4(t) from the
left-hand side of the above equation as

d

dt
S4(t)− (−iH)S4(t) = S4(t)T (t). (312)

This approach suffices to establish the asymptotic bound in Theorem 11 and Corollary 12. However,
the resulting function T (t) contains unitary conjugations with a large number of conjugating layers,
which defeats the goal of establishing tight error bounds. We improve this by simultaneously
factoring out S4,left(t) from the left-hand side of the equation and S4,right(t) from the right-hand
side, obtaining

d

dt
S4(t)− (−iH)S4(t) = S4,left(t)T4(t)S4,right(t), (313)

where
Sleft(t) := e−ita6Ae−itb5Be−ita5Ae−itb4Be−ita4A,

Sright(t) := e−itb3Be−ita3Ae−itb2Be−ita2Ae−itb1Be−ita1A.
(314)

It then remains to analyze T4(t).
To this end, we use the fact that

[
etX , Y

]
= etX

∫ t

0
dτ e−τX

[
X,Y

]
eτX

=

∫ t

0
dτ eτX

[
X,Y

]
e−τXetX ,

(315)

for any t ∈ R and operators X, Y . We then have from Lemma 1 that

S4(t) = e−itH +

∫ t

0
dτ1 e

−i(t−τ1)HS4,left(τ1)T4(τ1)S4,right(τ1), (316)
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where

T4(τ1)

=

∫ τ1

0
dτ2 e

iτ1a4Aeiτ1b4Beiτ1a5Aeiτ1b5Beiτ2a6A
[
− ia6A,−id5B

]
e−iτ2a6Ae−iτ1b5Be−iτ1a5Ae−iτ1b4Be−iτ1a4A

+

∫ τ1

0
dτ2 e

iτ1a4Aeiτ1b4Beiτ1a5Aeiτ2b5B
[
− ib5B,−ic5A

]
e−iτ2b5Be−iτ1a5Ae−iτ1b4Be−iτ1a4A

+

∫ τ1

0
dτ2 e

iτ1a4Aeiτ1b4Beiτ2a5A
[
− ia5A,−id4B

]
e−iτ2a5Ae−iτ1b4Be−iτ1a4A

+

∫ τ1

0
dτ2 e

iτ1a4Aeiτ2b4B
[
− ib4B,−ic4A

]
e−iτ2b4Be−iτ1a4A

+

∫ τ1

0
dτ2 e

iτ2a4A
[
− ia4A,−id3B

]
e−iτ2a4A

+

∫ τ1

0
dτ2 e

−iτ2b3B[− ib3B,−ic3A
]
eiτ2b3B

+

∫ τ1

0
dτ2 e

−iτ1b3Be−iτ2a3A
[
− ia3A,−id2B

]
eiτ2a3Aeiτ1b3B

+

∫ τ1

0
dτ2 e

−iτ1b3Be−iτ1a3Ae−iτ2b2B
[
− ib2B,−ic2A

]
eiτ2b2Beiτ1a3Aeiτ1b3B

+

∫ τ1

0
dτ2 e

−iτ1b3Be−iτ1a3Ae−iτ1b2Be−iτ2a2A
[
− ia2A,−id1B

]
eiτ2a2Aeiτ1b2Beiτ1a3Aeiτ1b3B

+

∫ τ1

0
dτ2 e

−iτ1b3Be−iτ1a3Ae−iτ1b2Be−iτ1a2Ae−iτ2b1B
[
− ib1B,−ic1A

]
eiτ2b1Beiτ1a2Aeiτ1b2Beiτ1a3Aeiτ1b3B.

(317)
The operator-valued function T4(τ1) has the order condition T4(τ1) = O(τ4

1 ), which follows from
Proposition B.3 and the fact that S4(t) = e−itH+O(t5). For terms in T4(τ1), we compute the Taylor
expansion of each layer of unitary conjugation as in Section 3.4. In light of Lemma B.2, we expand
the time variables τ1 and τ2 to third order, as there already exists the double integral

∫ t
0 dτ

∫ τ1
0 dτ2.

We then apply the triangle inequality to bound the spectral norm of a linear combination of nested
commutators of A and B with four nesting layers. Since [A,A] = [B,B] = 0 and [A,B] = [B,A],
the bound only contains 25/4 = 8 nonzero terms. Altogether, we obtain∥∥S4(t)− e−itH

∥∥ ≤ t5(0.0047
∥∥[A, [A, [A, [B,A]]]]∥∥+ 0.0057

∥∥[A, [A, [B, [B,A]]]]∥∥
+ 0.0046

∥∥[A, [B, [A, [B,A]]]]∥∥+ 0.0074
∥∥[A, [B, [B, [B,A]]]]∥∥

+ 0.0097
∥∥[B, [A, [A, [B,A]]]]∥∥+ 0.0097

∥∥[B, [A, [B, [B,A]]]]∥∥
+ 0.0173

∥∥[B, [B, [A, [B,A]]]]∥∥+ 0.0284
∥∥[B, [B, [B, [B,A]]]]∥∥),

(318)

assuming t ≥ 0.

Proposition J.1 (Trotter error bound for the fourth-order Suzuki formula with two summands).
Let H = A + B be a Hamiltonian consisting of two summands and t ≥ 0. Let S4(t) be the
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fourth-order Suzuki formula (14). Then,∥∥S4(t)− e−itH
∥∥ ≤ t5(0.0047

∥∥[A, [A, [A, [B,A]]]]∥∥+ 0.0057
∥∥[A, [A, [B, [B,A]]]]∥∥

+ 0.0046
∥∥[A, [B, [A, [B,A]]]]∥∥+ 0.0074

∥∥[A, [B, [B, [B,A]]]]∥∥
+ 0.0097

∥∥[B, [A, [A, [B,A]]]]∥∥+ 0.0097
∥∥[B, [A, [B, [B,A]]]]∥∥

+ 0.0173
∥∥[B, [B, [A, [B,A]]]]∥∥+ 0.0284

∥∥[B, [B, [B, [B,A]]]]∥∥).
(319)

A generalization of this approach analyzes Hamiltonians with three summands, which is relevant
for certain nearest-neighbor and power-law systems where terms are ordered in an X-Y-Z pattern
(155) and (157).

Proposition J.2 (Trotter error bound for the fourth-order Suzuki formula with three summands).
Let H = H1 + H2 + H3 be a Hamiltonian consisting of three summands and t ≥ 0. Let S4(t) be
the fourth-order Suzuki formula (14). Then,

∥∥S4(t)− e−itH
∥∥ ≤ t5 3∑

i,j,k,l,m=1

ci,j,k,l,m
∥∥[Hi,

[
Hj ,

[
Hk,

[
Hl, Hm

]]]]∥∥, (320)

where the coefficients ci,j,k,l,m are given by Table 2.

Unlike the first- and second-order cases, we do not have a rigorous proof of the tightness of
these bounds. However, our numerical result suggests that these bounds are close to tight for
one-dimensional Heisenberg models with nearest-neighbor (153) and power-law (156) interactions.
We hope future work will shed light on the tightness of our analysis through either theoretical
justification or numerical calculation.
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Commutator Coefficient Commutator Coefficient Commutator Coefficient

‖[H1, [H1, [H1, [H2, H1]]]]‖ 0.0047 ‖[H1, [H1, [H1, [H3, H1]]]]‖ 0.0047 ‖[H1, [H1, [H1, [H3, H2]]]]‖ 0.0043

‖[H1, [H1, [H2, [H2, H1]]]]‖ 0.0057 ‖[H1, [H1, [H2, [H3, H1]]]]‖ 0.0057 ‖[H1, [H1, [H2, [H3, H2]]]]‖ 0.0057

‖[H1, [H1, [H3, [H2, H1]]]]‖ 0.0057 ‖[H1, [H1, [H3, [H3, H1]]]]‖ 0.0057 ‖[H1, [H1, [H3, [H3, H2]]]]‖ 0.0057

‖[H1, [H2, [H1, [H2, H1]]]]‖ 0.0046 ‖[H1, [H2, [H1, [H3, H1]]]]‖ 0.0046 ‖[H1, [H2, [H1, [H3, H2]]]]‖ 0.0035

‖[H1, [H2, [H2, [H2, H1]]]]‖ 0.0074 ‖[H1, [H2, [H2, [H3, H1]]]]‖ 0.0070 ‖[H1, [H2, [H2, [H3, H2]]]]‖ 0.0062

‖[H1, [H2, [H3, [H2, H1]]]]‖ 0.0082 ‖[H1, [H2, [H3, [H3, H1]]]]‖ 0.0082 ‖[H1, [H2, [H3, [H3, H2]]]]‖ 0.0082

‖[H1, [H3, [H1, [H2, H1]]]]‖ 0.0046 ‖[H1, [H3, [H1, [H3, H1]]]]‖ 0.0046 ‖[H1, [H3, [H1, [H3, H2]]]]‖ 0.0035

‖[H1, [H3, [H2, [H2, H1]]]]‖ 0.0070 ‖[H1, [H3, [H2, [H3, H1]]]]‖ 0.0058 ‖[H1, [H3, [H2, [H3, H2]]]]‖ 0.0046

‖[H1, [H3, [H3, [H2, H1]]]]‖ 0.0082 ‖[H1, [H3, [H3, [H3, H1]]]]‖ 0.0074 ‖[H1, [H3, [H3, [H3, H2]]]]‖ 0.0074

‖[H2, [H1, [H1, [H2, H1]]]]‖ 0.0150 ‖[H2, [H1, [H1, [H3, H1]]]]‖ 0.0150 ‖[H2, [H1, [H1, [H3, H2]]]]‖ 0.0141

‖[H2, [H1, [H2, [H2, H1]]]]‖ 0.0161 ‖[H2, [H1, [H2, [H3, H1]]]]‖ 0.0161 ‖[H2, [H1, [H2, [H3, H2]]]]‖ 0.0161

‖[H2, [H1, [H3, [H2, H1]]]]‖ 0.0161 ‖[H2, [H1, [H3, [H3, H1]]]]‖ 0.0161 ‖[H2, [H1, [H3, [H3, H2]]]]‖ 0.0161

‖[H2, [H2, [H1, [H2, H1]]]]‖ 0.0239 ‖[H2, [H2, [H1, [H3, H1]]]]‖ 0.0239 ‖[H2, [H2, [H1, [H3, H2]]]]‖ 0.0212

‖[H2, [H2, [H2, [H2, H1]]]]‖ 0.0315 ‖[H2, [H2, [H2, [H3, H1]]]]‖ 0.0306 ‖[H2, [H2, [H2, [H3, H2]]]]‖ 0.0290

‖[H2, [H2, [H3, [H2, H1]]]]‖ 0.0303 ‖[H2, [H2, [H3, [H3, H1]]]]‖ 0.0303 ‖[H2, [H2, [H3, [H3, H2]]]]‖ 0.0303

‖[H2, [H3, [H1, [H2, H1]]]]‖ 0.0179 ‖[H2, [H3, [H1, [H3, H1]]]]‖ 0.0179 ‖[H2, [H3, [H1, [H3, H2]]]]‖ 0.0153

‖[H2, [H3, [H2, [H2, H1]]]]‖ 0.0232 ‖[H2, [H3, [H2, [H3, H1]]]]‖ 0.0206 ‖[H2, [H3, [H2, [H3, H2]]]]‖ 0.0179

‖[H2, [H3, [H3, [H2, H1]]]]‖ 0.0259 ‖[H2, [H3, [H3, [H3, H1]]]]‖ 0.0241 ‖[H2, [H3, [H3, [H3, H2]]]]‖ 0.0241

‖[H3, [H1, [H1, [H2, H1]]]]‖ 0.0204 ‖[H3, [H1, [H1, [H3, H1]]]]‖ 0.0204 ‖[H3, [H1, [H1, [H3, H2]]]]‖ 0.0186

‖[H3, [H1, [H2, [H2, H1]]]]‖ 0.0225 ‖[H3, [H1, [H2, [H3, H1]]]]‖ 0.0225 ‖[H3, [H1, [H2, [H3, H2]]]]‖ 0.0217

‖[H3, [H1, [H3, [H2, H1]]]]‖ 0.0225 ‖[H3, [H1, [H3, [H3, H1]]]]‖ 0.0225 ‖[H3, [H1, [H3, [H3, H2]]]]‖ 0.0225

‖[H3, [H2, [H1, [H2, H1]]]]‖ 0.0423 ‖[H3, [H2, [H1, [H3, H1]]]]‖ 0.0423 ‖[H3, [H2, [H1, [H3, H2]]]]‖ 0.0377

‖[H3, [H2, [H2, [H2, H1]]]]‖ 0.0585 ‖[H3, [H2, [H2, [H3, H1]]]]‖ 0.0571 ‖[H3, [H2, [H2, [H3, H2]]]]‖ 0.0537

‖[H3, [H2, [H3, [H2, H1]]]]‖ 0.0502 ‖[H3, [H2, [H3, [H3, H1]]]]‖ 0.0502 ‖[H3, [H2, [H3, [H3, H2]]]]‖ 0.0502

‖[H3, [H3, [H1, [H2, H1]]]]‖ 0.0423 ‖[H3, [H3, [H1, [H3, H1]]]]‖ 0.0423 ‖[H3, [H3, [H1, [H3, H2]]]]‖ 0.0377

‖[H3, [H3, [H2, [H2, H1]]]]‖ 0.0681 ‖[H3, [H3, [H2, [H3, H1]]]]‖ 0.0641 ‖[H3, [H3, [H2, [H3, H2]]]]‖ 0.0601

‖[H3, [H3, [H3, [H2, H1]]]]‖ 0.0648 ‖[H3, [H3, [H3, [H3, H1]]]]‖ 0.0621 ‖[H3, [H3, [H3, [H3, H2]]]]‖ 0.0628

Table 2: Coefficients of the fourth-order Trotter error bound (320) for Hamiltonians with three summands.
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